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Abstract: Visual cognitive processes have traditionally been examined
with simplified stimuli, but generalization of these processes to the real

world is not always straightforward. Using images,
computer-generated images, and virtual environments, researchers
have examined processing of visual information in the real world.

Although referred to as scene perception, this research field
encompasses many aspects of scene processing. Beyond the

perception of visual features, scene processing is fundamentally
influenced and constrained by semantic information as well

as spatial layout and spatial associations with objects. In this Element,
we will present recent advances in how scene processing occurs within
a few seconds of exposure, how scene information is retained in the

long term, and how different tasks affect attention in scene processing.
By considering the characteristics of real-world scenes, as well as
different time windows of processing, we can develop a fuller

appreciation of the research that falls under thewider umbrella of scene
processing.
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1 Introduction

When you are walking from your bedroom to your kitchen, processing of your

environment includes the layout of the furniture, recognizing items in each of

those rooms, and even the types of tasks we do in each of those places

(Castelhano & Heaven, 2011; Castelhano & Henderson, 2007, 2008b;

Castelhano & Witherspoon, 2016; Henderson, 2003; Torralba et al., 2006;

Williams &Castelhano, 2019). Scene perception seems seamless and effortless,

belying many of the underlying processes that occur so that we can understand,

interact with, and navigate everyday environments that vary in their content and

scope (see Figure 1). We can also see how all these processes interact when we

go grocery shopping and have a list of items to collect around that space. Not

only do you need to navigate to the correct area of the supermarket, but you also

need to distinguish among different types of items when you get there and

choose an item based on any number of discriminating factors (Castelhano &

Heaven, 2010; Castelhano & Henderson, 2003; Castelhano & Krzyś, 2020;
Fernandes & Castelhano, 2021; Man et al., 2019). Another way to think about

how we interact with scenes is not just within a single indoor space, but spaces

as we explore different places. For instance, navigating in a new city is

markedly different from navigating to a location that is highly familiar, such

as a daily commute to work or class (Barhorst-Cates et al., 2016; Castelhano,

Pollatsek, et al., 2009; Castelhano & Krzyś, 2020; Castelhano & Pollatsek,

2010; Epstein & Baker, 2019; Maguire et al., 2016). The arrays of different

types of information available from the visual environment and how these are

used across tasks demonstrate the complexity of scene perception and are as

varied as the properties of scenes themselves (see Figure 1).

Even from a few examples, such as thinking about navigating a supermarket,

we can easily see many ways in which scene perception as an area of research is

a misnomer. Beyond the initial perceptual processing, scene perception research

encompasses different types of processing of real-world environments, includ-

ing attention, eye-movement guidance, memory, effects on other types of

processing (i.e., context effects on object recognition), and spatial processing.

Because of the complexity and enormity of the scene-processing literature, it is

helpful to divide up the work into various sections. Here, we use the informa-

tion-processing timeline and start with early perceptual processes before mov-

ing on to more complex and elaborate processing of scenes and space. We

describe each of these, along with a summary of the six main sections of the

Element (Initial Scene Understanding; Online Scene Representations; Long-

Term Memory for Scenes; Eye Movements and Scenes; Searching through

Scenes; and Spatial Representations and Navigation).

1Elements of Scene Perception
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Think back to when you have been quickly scrolling through a streaming

video service, where you only have a snapshot of each show in the form of an

image. To choose, you have to quickly identify the image to determine if

something looks interesting. In Section 2 we will examine how scenes are

initially perceived and identified. If we use the processing timeline as a guide,

scene perception begins with questions about how scenes are initially pro-

cessed. In fact, when we think of scene perception, the first thing that comes

to mind is how we are able to initially assess and understand the world around

us. This is perhaps why the term is such a misnomer as these questions were first

asked in the literature and the name persisted. This section will review what

seemed at first like instantaneous processing, but is now understood as very fast

processing that is thought to occur in a fraction of a second (Biederman, 1972;

Figure 1Different types of scenes are illustrated across example images. On the

left-hand side are indoor scenes and on the right are outdoor scenes, which can

be natural landscapes, cityscapes, or a combination of human-made and natural.

2 Perception
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Castelhano & Henderson, 2008a; Castelhano & Pollatsek, 2010; Goffaux et al.,

2005; Greene & Oliva, 2009a, 2009b; Oliva & Schyns, 1997; Potter, 1976;

Schyns & Oliva, 1994).

Going about the day, as we move around and do different tasks, the environ-

ment, and thus our representation of the environment, changes – in discreet as

well as significant ways. In Section 3, we will examine the ways in which online

representation was originally conceptualized and how this theoretical frame-

work and tool is viewed today in light of more recent findings. While the notion

that different types of information are prioritized across space and time when

examining a scene is not new, it has implications for the ongoing representation

of visual information as we view a scene.

Based on how information is prioritized for further scrutiny, researchers have

also examined how information is represented from moment to moment (i.e.,

online representation). Online representation arises from a basic information-

processing model of cognition, where information from the real world is

acquired and reconstructed in the mind. Initially, the reconstruction of the

world was thought to be quite veridical, such that we had an accurate and

complete portrayal and understanding of the visual world around us. It is

interesting that the importance of the internal representation is highlighted

also in reference to eye movements. Because of the structure and mechanics

of the eye, we see with high acuity only at the location to which the eyes are

directly pointed; and yet, our perception of the world is that it is stable, ever

present, and highly detailed across the whole of the visual field. This juxtapos-

ition is solved with the notion of a veridical or, at the very least, highly accurate

internal presentation of the world. While we are focused on one region, the

representation supports the perception that the whole of the visual world is

present in high detail. While intuitively appealing, this view was deemed to be

impossibly difficult to compute (Gilman, 1994; Warren, 2012). We consider

these and other approaches to how to think about scene representations that

support perception and tasks in the moment in this third section.

After being in a space for some time and then leaving it, there is a question of

how much of the information of the space and objects remains. Section 4 will

examine the various points of view on how information is stored in memory.

Building on the information prioritized in the moment and then held onto as

a person explores a scene, researchers have also examined how information

from scenes is stored in long-term memory. Much like online representations,

researchers initially assumed that long-term representations (information kept

in memory once a person has left a room or stopped viewing a room) were quite

rich. This was supported by a number of studies showing how briefly viewed

scenes could be recognized with high accuracy for some time (Potter, 1976;

3Elements of Scene Perception
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Potter & Levy, 1969), even when the number of scenes held in memory was in

the thousands (Mandler & Johnson, 1976; Shepard, 1967; Standing, 1973). This

amazing feat of memory was thought to be possible only with highly detailed

memory. Interestingly, while the notion did come under fire for some time, new

research has once again swung the pendulum back – and shown that the

information retained in long-term memory is more detailed (Konkle et al.,

2010; Konkle & Brady, 2010). The nuance is now in how different details

of the scene are more memorable, and how these different details lead to

differences in retention of information over time. This fourth section will

address how recent studies have shed further light on the nuances of different

types of information represented in memory.

When walking down a city street, ads are looking to attract your attention

from billboards, bus shelters, and posters stuck on walls and poles. Distractedly,

you can feel yourself drawn to the images and words, or when you are focused

on a task at hand (e.g., checking a text or driving), they can be utterly ignored.

Section 5 will examine the influence of various sources of information on the

allocation of attention and eye movements. Research into how attention is

allocated is governed by the notion that attention was either pulled to attract-

ive/distinctive regions (bottom-up influences) or pushed to useful or task-

relevant regions (top-down influences). When examining the role of these

different influences, eye movements indicate where andwhen a person is paying

attention to different aspects of the scene and are an important tool in this

research. This fifth section will review attentional processes and how eye

movements can tell us something about them.

A simple task like making a cheese and cucumber sandwich requires us to

locate and assemble the different components. This searching, whether for

ingredients or tools, lies at the heart of so many tasks, and yet there are still

a lot of questions about how we go about doing this successfully. Section 6 will

examine how the various aspects of a scene affect performance, and how

traditional notions of context can be broken down into different types of

influences from the larger context. The interaction of information prioritized

for further scrutiny and the information contained within the online representa-

tion is best encapsulated by the visual search task. In a visual search task,

participants are given a target and then asked to locate it within the scene as

quickly as possible. Traditionally, visual search tasks were investigated using

arrays of shapes, but when searching in scenes, visual search performance is

also affected by other factors (Castelhano & Heaven, 2011; Castelhano &

Pereira, 2018; Loftus & Mackworth, 1978; Malcolm & Henderson, 2010; Võ

& Henderson, 2011). This sixth section will examine these different factors

influencing visual search and how it has evolved over the last decade.

4 Perception
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Although most research to date has examined scene perception while partici-

pants are viewing scenes, we know that in our daily lives we process scene

information while standing in them (Castelhano & Krzyś, 2020; Castelhano &

Witherspoon, 2016; Gibson, 1979). Section 7 will examine how scene process-

ing is influenced by spatial aspects of information. Research examining these

aspects of scenes faces new and interesting problems and constraints. For

instance, the spatial arrangement of structures and objects has to be kept in

mind even when not in full view, as some of the information is behind the

viewer. For this reason, many researchers have examined scene processing

across viewpoints (Castelhano et al., 2008; Castelhano & Pollatsek, 2010;

Epstein et al., 2003, 2005; Garsoffky et al., 2002; Li et al., 2016) and across

different views of panoramic images (Garsoffky et al., 2002; Park et al., 2010).

This seventh section will cover different aspects of spatial scene processing,

from across different views and when incorporating information into a larger

representation that extends beyond the current view.

Overall, in addition to examining a number of theoretical research domains

in which the study of scene processing has been led, the current review will

also look at how this research is applied to real-world examples. The

“Application in the Real World” presented at the end of each section will

highlight one example of how these fundamental questions about processing

influence our understanding of other tasks and events. For instance, we will

explore real-world problems such as how an advertisement is looked at, the

veracity of eyewitness memory of a scene, the performance of radiologists in

detecting problems in an x-ray, and the impact of pictures on the acceptance

of fake news. The extensive research in scene processing can give insights

into how these tasks operate, as well as the limitations of human performance

under those task demands.

2 Initial Scene Understanding

Early studies showed how quickly information from real-world scenes could be

understood. In a now seminal study, Potter (1976) showed participants a rapid

sequence of briefly presented, unrelated images (referred to as Rapid Serial

Visual Presentation or RSVP) and asked them before or after the sequence

whether an image was present in the stream. Images were shown for as little as

113 ms each, mimicking a brief fixation on the image. The results revealed that

when given a label for an image prior to viewing the stream of images,

participants could easily identify the target image; however, when given the

label afterwards, they could not. Together, the findings led to the conclusion that

although images could quickly be processed to the point of interpretation and
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understanding, the memory of that information is fleeting without additional

time to consolidate it.

Potter’s (1976) study was in line with other studies from that time that

explored not only how quickly images were understood but also to what extent

different types of information drove this rapid understanding (Biederman, 1972;

Friedman, 1979; Loftus & Mackworth, 1978; Shepard, 1967). Based on

research from the memory literature, Friedman (1979) proposed that scene

representations are initially formed by an inference made based on the per-

ceived objects, which were largely held to be the basic semantic unit of the

scene across a number of studies (Biederman, 1972; Friedman, 1979; Loftus &

Mackworth, 1978; Shepard, 1967). The rapid understanding of scenes found in

Potter (1976), however, spurred researchers to move away from the notion of

the object as the basic unit of understanding and to examine how different visual

features contribute.

To examine how different aspects of the scene were perceived over time, Fei Fei

Li and colleagues (Li et al., 2007) had participants view images for various

durations (from an extremely brief 27 ms to a longer exposure of 500 ms). Based

on this view, participants would then write a description of what they saw in the

image. These open-ended responses allowed the researchers to extract and organize

different descriptors into a hierarchical tree of attributes. Analysis of the responses

showed that with longer durations, specific objects were included in the description

as well as whole narrations as to what event the image may have captured. In

contrast, with very brief exposures to the image, many of the descriptors centered

on perceptual features, colors, and shapes. This focus on visual features is how

many researchers have approached the initial processing of scenes and how they

lead to the identification of the image. We turn to these studies next.

While examining basic visual features and their contribution to scene under-

standing, one notion that has been debated is which feature provides crucial

information for identification: color vs. spatial frequencies. Both color and

spatial frequency information are processed in the early visual cortex and are

thought to be the basic components used to derive a visual representation of the

environment (Castelhano &Henderson, 2008b; Greene &Oliva, 2009b; Larson

& Loschky, 2009; Nijboer et al., 2008; Oliva & Schyns, 2000; Oliva & Torralba,

2001). Spatial frequency information is thought to convey scene structure

information, with larger shapes conveyed by lower frequency and details and

edges conveyed in high-frequency information (see Figure 2). Thus, either

component (or both) could be used to derive identifying information when

a scene image is first viewed.

Researchers have debated for some time whether the rapid understanding of

scene images is driven by the color in scene images or edge-based contours

6 Perception
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Figure 2 The same image shown with low spatial frequencies only (left side) and high spatial frequencies only (right side). Different spatial

frequency bands are thought to convey different aspects of the scene, but all convey some information about the scene structure. See text for

more details.
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(Bacon-Mace et al., 2005; Biederman, 1988; Biederman& Ju, 1988; Castelhano

& Henderson, 2008b; Delorme et al., 2000; Goffaux et al., 2005; Macé et al.,

2010; Oliva & Schyns, 1997, 2000; Schyns & Oliva, 1994). Biederman

(Biederman, 1988; Biederman & Ju, 1988) argued that because the information

processing occurred so quickly, only contours and edges had an influence on

initial scene processing, while color contributed minimally.

Further research into the contribution of edges and contours has shown that

they are sufficient to support scene understanding. For instance, Schyns and

Oliva (Oliva & Schyns, 1997; Schyns & Oliva, 1994) had participants identify

hybrid images. Hybrid images were composites of two photographic images –

one that occupied a low spatial frequency range (seen only as blurry contours)

and another that occupied a high spatial frequency range (seen only as sharp

edges and detailed textures). In an initial study, Schyns and Oliva (1994) found

that when the hybrid images were briefly presented (~50 ms), participants

tended to categorize the image in the low-frequency more readily than the high-

frequency range.With longer exposures (~100ms), this pattern flipped such that

the high-frequency image was categorized more readily than the low-frequency

image. Based on this pattern of results, the researchers concluded that image

processing proceeds from blurred to more detailed image properties. However,

in a follow-up study they used an implicit training method, such that images

were presented rapidly either at high or low frequency (with the complementary

frequencies presenting as white noise). This training encouraged participants to

attend to either the high- or low-frequency image information exclusively, as the

white noise did not offer any useful information. After training, participants

were then shown the true hybrid images (with an image presented at each of the

high- and low-frequency ranges) for both short and longer exposure durations.

They found that participants tended to report the category of the image at the

frequency range in which they were trained – in other words, both high and low

image information were available at short exposure durations. This finding

threw new light on previous results, as it was not the case that high-frequency

information was not available at shorter exposure durations or took longer to

process; instead, the progress of processing information from blurred to more

detailed image properties was a mere preference or default of the system. Thus,

the progression in how visual features from real-world images are processed

and have an influence is not fixed, but rather subject to influences and changes

due to tasks and circumstances.

Although many researchers have concentrated on how spatial frequencies

and edge information contribute to the initial understanding of scene images,

others have been interested in the possible contributions of color. As mentioned

earlier, many early studies showed no evidence that color contributed to the
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understanding of scenes – or rather that there was no discernible cost to

presenting images without color (Codispoti et al., 2012; Delorme et al., 2000;

Yao & Einhauser, 2008). For instance, Delorme et al. (2000) had participants

classify images as to whether they contained fruit or an animal presented briefly

(~32 ms). They showed images in both full color and grayscale (black-and-

white images). They found that classification of images was only mildly

impaired when color information was removed and concluded that color was

not used to make these classification decisions.

The findings with scene images seemed in complete contradiction to many

studies that examined the recognition of individual objects, which did find

a benefit from color (Joseph & Proffitt, 1996; Mapelli & Behrmann, 1997;

Price &Humphreys, 1989; Tanaka & Presnell, 1999). For instance, in one study,

Tanaka and Presnell (1999) had participants categorize pictures of objects that

were either in expected or unexpected colors. Importantly, they made

a distinction between high-diagnostic objects, which are those that are highly

associated with a specific color (e.g., a banana), and low-diagnostic objects,

which are not associated with a specific color (e.g., a lamp). They found that

when high-diagnostic objects were shown in colors other than the expected ones

(monochrome or incongruent colors), performance was negatively affected.

However, there were no effects on performance when low-diagnostic objects

were shown in the different color conditions. They concluded that color does

have an effect on the initial processing of objects, but only in certain cases –

where there is an association between the object and its semantic category.

The results from the object recognition literature seem to contradict what was

found in the scene literature, especially because scenes were largely conceptu-

alized as collections of spatially arranged objects. One important difference

between the studies examining contributions of color in scene images and in

objects was in how and whether the color was linked to the semantic represen-

tation of the visual information being depicted. One approach to examining the

contribution of color was to examine how it affected scene categories that were

associated with specific colors (Castelhano & Henderson, 2008b; Castelhano &

Rayner, 2008; Gegenfurtner & Rieger, 2000; Oliva & Schyns, 2000; Spence

et al., 2006; Wichmann et al., 2002). In one study, Oliva and Schyns (2000)

examined whether color had an important influence on scene perception

when the scene colors were diagnostic of the scene category (see

Figure 3). They had participants categorize scene images that were presented

either in full color, no color, or abnormal colors. The abnormal colors were

defined as those on the opposite side of the color space, such that each hue

was swapped with its opposite (e.g., blues for yellows, etc.). Importantly,

scene categories were distinct in the color space they occupied, such that
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none of the color-diagnostic categories overlapped (e.g., coast, canyon,

desert, forest). They found that not only were the colored images categorized

more quickly than the no color images, but there was also a cost for images

presented with abnormal colors. Oliva and Schyns conclude that for certain

scene categories that are associated with a specific color space, color does

contribute to the initial understanding of those images.

In another study, Castelhano and Henderson (2008) also investigated contri-

butions of color to initial scene perceptions by examining whether the structure

of the scene modulated the effectiveness of color contributions. They compared

colored and grayscale images that were presented either with a full range of

spatial frequencies (normal images) or with high spatial frequency removed

(blurred images; see Figure 4). They found that when presented normally, there

was no additional improvement in performance when images were presented in

color over grayscale. However, when images were blurred, there was

a significant improvement in performance for colored images over grayscale

ones. Further experiments examined whether the color in blurred images was

merely helping to define structure in the blurred images. When blurred images

were also shown in abnormal colors there was no corresponding benefit in

A

B

C

Figure 3 The images based on the different color conditions used in Oliva and

Schyns (2000). They include (A) normal color, (B) abnormal color, and (C)

monochrome images.
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performance. In contrast, the color helped to activate the correct scene category

when the structural information was not as accessible.

When comparing detailed visual properties and global scene properties,

Greene and Oliva (2009a) found that when viewed very briefly (30 ms), scenes

tend to be classified by global information rather than local information even

when the classification is performed on semantic scene categories. Responses to

scenes possessing global properties of scenes (e.g., openness, temperature) that

were indicative of the semantic scene category (e.g., forest), but were not part of

that category themselves, were more likely to be false alarms than those that did

not share those global properties. In addition, people can adapt to a particular

global property by experiencing many instances of that property, leading to

aftereffects on other stimuli (Greene & Oliva, 2010). Thus, extraction of scene

information occurs rapidly and from a number of local and global features,

which are flexibly examined depending on the availability of those properties in

the stimulus.

3 Online Scene Representations

When looking at a scene, there is an impression that the entire scene is equally

visible at all times and there is substantial visual data available across the whole

Figure 4The presentation of images in normal (A, B) and low frequency (C, D),

in color (A, C) and monochrome (B, D). Taken with permission from

Castelhano and Henderson (2008).
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visual field. However, the reality of the visual world does not match that

impression. The structure of the retina means that only the central 2° of visual

angle (corresponding to the fovea) is processed to the highest acuity (Rayner,

2009). The remainder of the visual world loses acuity rapidly as one moves

away from the fovea and into the periphery of the retina. The fact that the

impression of the visual world is one that is completely accessible is what is

called the “grand illusion” in vision research; information about a scene is not

universally available, but it seems to be. Why would such an impression exist?

The grand illusion points to limits of online scene representations, but we can

and do represent scenes as we view them. Potter (1976) demonstrated that scene

information can be extracted rapidly and compared to a label. As mentioned

earlier, Potter presented a description of a scene (either a picture or a verbal

description) and then presented a series of images in rapid succession (as many

as eight images per second). Participants indicated if a scene matching the

description was in the sequence (a separate group tried to memorize the

sequence). She found that detection rates were greater than 60 percent even in

the fastest presentation sequence, indicating that participants were able to

rapidly extract the critical information from a scene and compare it to a label.

Although participants could identify the presence of a specified image in the

stream even at the fastest rate, memorization took substantially longer per

image. The difference between memorization and detection indicates that

although scenes can be rapidly identified, the memory of the image is also

susceptible to interference from subsequently presented images.

Given that scenes are available rapidly, what kind of information is extracted

and used for representation? When examining the types of information that are

available, the structure of the scene, the general meaning of the scene (as in

Potter, 1976), and the objects within the scene are all viable candidates for

elements that can build an online scene representation. Although each piece has

been investigated separately, these components frequently interact. For

example, the spatial layout and structure of the scene limits the locations

where objects appear. Thus, although they are all separate pieces of information,

it is important to remember that it is the interaction of these pieces of informa-

tion that forms the representation.

As described earlier, scenes extend across height, width, and depth.

Although most research performed on scenes has used two-dimensional

images, it is understood that the image represents a three-dimensional reality.

Intraub (2010) argued that scene representation was not purely visual.

Instead, it is a multisource representation that takes into account other

information than just the visual input. Intraub and colleagues (Intraub &

Richardson, 1989; Intraub, 2010; Park et al., 2007) describe a phenomenon
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called boundary extension whereby a scene is remembered as containing

more information than had actually been presented. The extension is thought

to indicate that the scene representation includes not only what can be seen

but also what is expected and/or predicted beyond the edges of the visual

scene. Intraub describes how if one sees a set of garbage cans against a fence,

one may also represent the areas to the sides or behind the viewer, making it

difficult to remember exactly what was seen. Although it is a form of reality

monitoring failure, this extension of the visible area into areas not actually

seen would be a more holistic representation of the space (Intraub, 2010,

2012; Intraub et al., 1998). Although the scene representation can be thought

of as extending beyond the visual scene, the vast majority of the research on

scene representation emphasizes the visible area of the scene. Given that, we

will focus on the visible scene and how the information in the visible area is

represented. However, even with that limitation, there is a substantial amount

of information that can be represented at any one time.

The spatial structure of a scene forms the foundation of a scene’s representa-

tion. One of the critical factors of spatial information is the limitation that spatial

information in a scene can have on the placement of objects. The layout and

structure of the scene provide valuable information about the way that objects in

the scene can exist. Although scenes are more than just an arrangement of

objects, the objects themselves are critical to the representation of the scenes.

Objects in a realistic scene have to conform to physical laws like gravity

(described as syntax by Biederman, 1972). Objects do not float around unless

one is in the microgravity climate of a space vessel.

The arrangement of objects in real-world scenes also provides for clustering

of objects that have meaning. In many examinations of the visual search with

real-world objects, for example, objects are placed randomly on a blank back-

ground with no concern for real-world physical laws or logical groupings (e.g.,

Hout & Goldinger, 2012; Williams, 2010; Williams et al., 2009; Wolfe, 2007).

Rather than having objects that are evenly spread (e.g., Zelinsky et al., 1997),

real-world scenes have groupings of objects that are meaningful and clustered.

These clusters can help with understanding the content of the scene (Brooks

et al., 2010; Castelhano et al., 2019; Pereira & Castelhano, 2012, 2014). For

instance, Pereira and Castelhano (2014) found that object information could

interact with scene context to guide the eyes to a search target. Using a moving

window paradigm, they removed either the scene context or the object informa-

tion from a scene (see Figure 5). They argued that scene context provides the

scaffolding that helps guide attention to the general area, while the object

information allows for more specific targeting of the object once within that

area.
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In an attempt to further integrate spatial and object information, Castelhano

and colleagues (Castelhano & Krzyś, 2020; Pereira & Castelhano, 2019) pro-

posed the Surface Guidance Framework, in order to understand the spatial

structure of scenes. This framework indicates that the horizontal and vertical

dimensions of a scene provide different types of information to the viewer (see

Figure 5 Although the full scene is shown here (with the target highlighted for

illustrative purposes), this image (a) was presented at the gaze position, through

a 2° radius gaze-contingent window that was centered on the fixation point. The

scene context was manipulated outside this window in the periphery. The

stimuli manipulation included scene context with some object (b), showing just

the scene context (c), only objects (d), and no preview control (e). Taken with

permission from Pereira and Castelhano (2014). See text for detail.
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Figure 6). In the vertical dimension, there are bands that can relate to the ground

level, midlevel, and upper portions of the scene. In these bands, there are

surfaces (horizontal) where objects can exist. Objects have surfaces within

a scene where they normally occur; objects that tend to appear on the ground

rarely exist on the ceiling. By understanding the manner in which objects

appear, scenes can be represented efficiently. For example, a desktop forms

a horizontal surface in the midlevel vertical band. Objects that are expected to

be on a desk (e.g., a computer monitor) would be unlikely to be on the floor or

near the ceiling. Even without looking at the scene, one knows that the object is

likely in the midlevel. In contrast, the exact position of the monitor on the

horizontal surface is unknown. This is an example of the information about the

scene’s structure and the information about the objects in a scene interacting.

This interaction will be further discussed in Section 6.

3.1 Change Blindness and the Grand Illusion

Beginning in the 1990s, a phenomenon was described that challenged the notion

of what could be represented in a scene, going as far as to question whether any

representation was needed at all. Grimes (1996) described a situation where

large-scale changes could be made to a scene, if the change occurred during an

eye movement, and the viewer would be unaware of them. In other words,

people had change blindness. This idea harkens back to the work of McConkie

and Zola (1979) who made changes to alternating case text (e.g., UpPeR aNd

Figure 6 Based on the Surface Guidance Framework, the different scene

regions are associated with different types of targets. Top panel: examples of

search scenes; bottom panel: highlighted surface regions (red = upper, yellow =

middle, green = lower) as per the Surface Guidance Framework. Taken with

permission from Pereira and Castelhano (2019). See text for more detail.
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LoWeR would change to uPpEr AnD lOwEr) during eye movements and found

that reading speed was unaffected. The finding by Grimes in picture stimuli

challenges the notion that we can retain visual information form fixation to

fixation. If large-scale changes in a scene can occur and be undetected, little

information must be retained.

Following this demonstration, many investigations of change blindness

occurred. Rensink, O’Regan, and Clark (1997) investigated the idea of change

blindness with a new paradigm called the flicker paradigm. Instead of relying on

the disruption of vision caused by a saccadic eye movement, the flicker para-

digm involves inserting a visual disruption between the two versions of the

changing image (the original and the changed version) that are alternated until

the change is detected. In other words, a scene is presented, a disruption occurs,

the changed scene is presented, another disruption occurs, and the sequence

repeats (see Figure 7). The critical dependent variable is the time (or number of

alternations) needed to detect the change. Rensink et al. (1997) found that

changes to objects of central interest in an image were detected more quickly

than those of marginal interest, indicating a powerful role of attention in

detecting changes. Hollingworth and Henderson (2000) extended this notion,

finding that changes to objects that were inconsistent with the overall scene

context were easier to detect than changes that were consistent with the scene

context. Thus, objects central to the image are more easily remembered, as are

those that are inconsistent with the scene context.

To account for the demonstration of change blindness and the grand illusion

overall, Rensink (2000) proposed that rather than trying to represent the entire

scene, the viewer only held a solid representation of the currently attended

object and everything else was murky. Called “coherence theory,” Rensink

argued that the difference in detecting changes across disruptions for central

and marginal interest objects indicates that those objects were not represented in

a complete form unless they were the focus of attention the moment the change

occurred. If one were attending to an object when it changed, the change would

be detected because there was a solid representation of the object to which to

compare the changed image. Objects of central interest would be more likely to

receive the attention (also sooner in viewing the scene) than objects of marginal

interest and thus changes to them would be detected more quickly. Although the

rest of the visual world is made up of unstable proto-objects that can be created

and replaced rapidly, the current focus of attention is clear.When attention shifts

to a new object, the new object coheres into a solid representation and the

previously attended object reverts to a proto-object. Thus, wherever one is

looking, the world appears complete and whole, but outside of that focus of

attention, there is a sea of objects that can be replaced on a whim.
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In a follow-up discussion of these findings, O’Regan and Noë (2001) took

this argument further by stating there is no need to represent the external visual

world internally. They argue that it would be computationally costly to represent

the visual world internally because of the number of things that have to be

calculated and the fact that internal representation would constantly need to be

updated with new information. It is unnecessary to represent the visual world

internally; the visual world itself could serve as an outside visual memory. The

visual system actively extracts information from the world all the time, and if

one needs to “recall”what something looks like, all that is needed is to point the

eyes to that location again. Therefore, there is no need to try to represent that

Figure 7 Sequence of the flicker paradigm. The trial progressed through two

different images (A and A’) that differed by one detail and a gray mask that

obscured the change between the images. In this example the changing detail is

the spoon.
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information internally. The grand illusion is the result of the lack of a visual

representation; there is nothing except what one is viewing with which to

compare the representation. Because there is nothing represented, change

blindness is a common if not constant state.

The grand illusion and coherence theory both point to a lack of visual

information being stored outside the focus of attention. However, there have

been several instances of visual information being retained even outside the

focus of attention. Hollingworth and colleagues (Hollingworth, 2005;

Hollingworth & Henderson, 2002; Hollingworth et al., 2001) present findings

demonstrating the importance of a scene representation in memory beyond the

most recently attended object. Hollingworth et al. (2001) had participants view

scenes and indicate if a change occurred to any object. The change to an object

(if one occurred) happened after the first time the eyes fixated the critical object.

On the eye movement away from the critical object, the critical object was

changed to another token of the same basic category. Because the change

occurred after the object had been fixated, it was reasonably certain that the

critical object had been the focus of attention, but it was no longer the focus. If

no information is retained outside of attention, then changes to the critical object

should be impossible to detect. Although change detection was poor, it

exceeded the false alarm rate, indicating that participants were retaining the

information even outside of the focus of attention. In addition, detection rates

for the semantically inconsistent objects (e.g., a teddy bear in a science lab)

were better than for semantically consistent objects (e.g., a microscope), indi-

cating that the initial attention to those objects affected later detection ability.

Interestingly, even when a change was not detected, refixations on the changed

object were longer than refixations on nonchanged objects. All of these results

indicate that online representations do maintain information even in the absence

of focused attention.

Hollingworth and Henderson (2002) expanded the demonstration that visual

memory can be extracted and retained from a scene and proposed a model of the

role of visual memory in scene representation. Similar to Hollingworth et al.

(2001), participants were asked to view a scene for a later memory test, and

while they viewed the scene, an object changed based on a saccade to a different

object (again, there was a no-change control). As in Hollingworth et al., change-

detection rates were not perfect, but above the false alarm rate. More critically,

Hollingworth and Henderson found that participants could remember which

version of the no-change control object (either token or rotation) that they saw

even after several minutes. The ability to remember the object for minutes

supports the critical role of memory in scene representations. Hollingworth

and Henderson proposed that scene representations are supported by visual
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memory. Hollingworth (2005) extended the time between seeing a scene and

testing change detection from immediate, to several minutes, to a full day after

the scene had been seen. Even after a full day, the ability to detect the change

was still above chance. Although visual memory is not perfect, it is sufficient to

support token and rotation change detection under some conditions.

The findings of change blindness and good scene memory appear contradict-

ory. How can they both exist in a single scene representation? There are several

reasons that could work in concert in order to find both change blindness and

retained visual memory for objects in a scene. One reason is related to the idea

that central changes are easier to detect than marginal interest changes

(Hollingworth & Henderson, 2002; Rensink et al., 1997). Detecting a change

minimally requires that one fixate the object before it changes and after it

changes; if there is no fixation on the object before it changes, there is effect-

ively no change to detect. Objects of more central interest will likely be fixated

earlier and thus increase the odds that a pre- and post-change fixation will take

place (Hollingworth, 2005; Simons et al., 2002). While previous studies inter-

preted explicit change-detection failures as evidence of no visual memory

(O’Regan, 1992; O’Regan et al., 1999; Rensink, 2000; Rensink et al., 1997),

explicit change detection requires active comparison of the current perception

with the former representation. Simons et al. (2002) probed the specific details

that were changed in a real-life change-detection task. Although participants

failed to notice the change when it occurred, they could recall the details of the

changed object if specifically asked about it. The other aspect of the memory

test for change detection is that explicit detection is a relatively high bar. Most

researchers now believe that the change blindness does not arise from a lack of

memory, but a combination of attention and memory processes (Intraub, 2010;

Josephs et al., 2016; LaPointe et al., 2013).

Application in the Real World: Film Perception

As you sit in a theater, enjoying some popcorn and watching a movie, the

number of processes required to understand the narrative, integrate visual

and auditory information, and be sure to be looking at the right region at the

right moment is impressive (Dorr et al., 2010; Hinde et al., 2017; Hutson

et al., 2017; Loschky et al., 2015; Smith & Martin-Portugues Santacreu,

2017). Researchers have approached film perception in a variety of ways to

provide some insight not only into how the processes happen, but also into

the way in which movie-making techniques, developed over decades, fit with

how we process information more generally. One example of this is in how

cuts are made across scenes, which are referred to as Continuity Editing
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Rules (Hecht & Kalkofen, 2009; Ildirar & Schwan, 2015; Magliano & Zacks,

2011; Smith & Henderson, 2008). With these rules, filmmakers have devel-

oped a number of different cuts to mask changes across scenes, minimize

disruption to the narrative, and create a sense of timing, movement, and

emotional responses (Anderson, 1996; Hecht & Kalkofen, 2009; Hinde et al.,

2017; Loschky et al., 2015, 2020; Serrano et al., 2017; Smith & Henderson,

2008).

In one study, Smith and Henderson (2008) examined different types of cuts

and measured participants’ awareness of the cuts while their eye movements

were monitored. Results showed that edits constructed in line with the

Continuity Editing Rules result in less awareness of the edits than those that

did not follow the rules. From the eye-movement record, the majority seem to

be due to inattentional blindness, where the viewers are not aware of cuts

because they are attending to the depicted narrative.

In another study, Smith et al. (2017) examined a specific type of editing called

match-action. Match-action cuts attempt to create the impression of a continuous

action by coinciding a cut with the onset of the action and showing that action in

the subsequent shot (Anderson, 1996; Magliano & Zacks, 2011; Reisz & Millar,

1971). For example, in a match-action cut, the subject of the shot (e.g., a hand) is

preserved across the edit and the action depicted continues across the shots (e.g.,

the hand reaches out and grabs an object across the cut). Editors believe that the

continuation of motion makes the cut invisible (Murch, 2001). In their study,

Smith et al. had participants perform a cut detection task while their eye move-

ments were recorded and watched edits that manipulated the presence of motion

before and after the critical match-action cut. In addition, the soundtrack was

either included or was omitted. They found that removing post-cut motion (-post)

or both pre-cut and post-cut motion (-both) significantly speeded up cut detection

time and decreased the probability of missing the cut. In addition, they also found

that cut detection time was significantly faster when clips were presented without

audio. These results indicate that edit blindness may rely heavily on post-cut

motion as well as the soundtrack to smooth processing of the narrative across

cuts. Thus, across a number of recent studies it is clear that the evolution of editing

rules that allow film viewers to easily follow a narrative goes hand in hand with

research into understanding narratives and events, and leads to new insights into

the processing of films as well as real-world events.

4 Long-Term Memory for Scenes

Although scene information can be extracted within the first 100 ms (Castelhano

& Henderson, 2008b; Greene & Oliva, 2009b; Oliva, 2005; Potter, 1976), some
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of the representation is constructed over several fixations on the scene and then

integrated with long-term memory of the scene. This stored representation can

then be used to interpret the same or a similar scene in the future. As was

discussed above, the percept of the world at any one point in time is that it is

stable and detailed; this in turn has led many researchers to conclude that the

visual representation formed for a scene is veridical and complete (Neisser &

Kerr, 1973; Rayner & McConkie, 1976).

Early on, a number of studies showed how briefly viewed scenes could be

recognized with high accuracy even when the scenes changed as it was too

repetitive held in memory numbered in the thousands (Mandler & Johnson,

1976; Mandler & Ritchey, 1977; Nickerson, 1968; Shepard, 1967; Standing,

1973; Standing et al., 1970). This amazing feat of memory was thought to be

possible only with highly detailed memory. In now classic memory studies,

researchers demonstrated a high capacity for storing visual information about

hundreds and even thousands of visual images (Nickerson, 1965, 1968;

Shepard, 1967; Standing, 1973; Standing et al., 1970). These studies reveal

that even with complex visual information, we are able to distinguish previously

viewed scenes from novel ones at high performance levels (ranging from

92 percent to 98 percent) in a simple discrimination task. In one study,

Standing et al. (1970) showed that when participants were asked to distinguish

what had been previously viewed from the mirror-reversed versions of the same

images, performance remained relatively high (88 percent). These researchers

concluded that a considerable amount of detailed visual information is being

stored in memory. Mandler and Ritchey (1977) examined the specific object

information that was retained from a scene from 5 minutes to 4 months.

Although recognition memory started to degrade when a week had passed,

they found that information about the relative position of objects and what

objects were (or were not) present was retained even up to 4months. Other types

of information like orientation, the exact spatial location, or the size of objects

in the scene do not appear to be retained for as long.

Recent research has pointed to a resurgence in how detailed scene informa-

tion is thought to be in long-term memory (Gronau & Shachar, 2015; Konkle

et al., 2010; Summerfield et al., 2006). In one study, Konkle, Brady, Alvarez,

and Oliva (2010) investigated the degree to which visual details of scenes are

stored in visual long-term memory. They investigated whether object differ-

ences across images within scene categories would cause interference in mem-

ory performance. In their study, participants studied over 2,000 photographs

from 128 different scene categories. For each scene category, the number of

images presented during learning varied (from 1 to 64). The study replicated

seminal studies on memory capacity for visual images with a high level of
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memory performance overall (96 percent), but accuracy decreased as more

exemplars were present in a given category (84 percent to 76 percent from

four to sixty-four categories, respectively). The decrease was relatively minor

considering that for each doubling of exemplars, there was an approximately

2 percent decrease in memory accuracy. They concluded that for specific images

within a category to be distinguished, a significant amount of visual detail must

be stored. Based on these more recent studies, most researchers now posit that

visual details such as the appearance of individual objects play a larger role in

memory retrieval for scenes.

There has also been a great deal of research examining how scene details

are encoded using the contextual cueing paradigm. The contextual cueing

paradigm was first introduced by Chun and Jiang (1998), who found that

participants were faster at finding letter targets in repeating arrays than in

novel arrays. Brockmole, Castelhano, and Henderson (2006) extended this

contextual cueing effect to real-world scenes and found similar results with

faster performance when searching in a repeated scene. Furthermore, they

found that compared to arrays, the effect was larger (~1–2 s) and learning

occurred faster (within the first two to three blocks) with scenes. They

concluded that the scene’s semantic information played a key role in target

location retrieval.

Brockmole, Castelhano, and Henderson (2006) examined whether the infor-

mation being used to retrieve target location was based on the larger contextual

(global) information or specific object (local) details (see Figure 8). They found

that search performance was faster when the global, contextual information of

a scene was repeated, compared to the local, object information. They con-

cluded that targets in scenes were more strongly associated with a scene’s global

context compared to objects immediately surrounding the target. Brooks,

Rasmussen, and Hollingworth (2010) further investigated how global scene

information affected the encoding of local scene information. Brooks et al.

proposed that targets are associated with a subregion of the scene. They found

that a functional subregion can be associated with a global context during

learning, and the global context can be used later to find the subregion and

target. However, if the global context was not paired with the subregion and

target during learning, then the scene–target association was not learned inde-

pendently of the subregion.

Based on their findings, Brooks et al. (2010) suggested a hierarchical model

of scene representations in long-term memory. In this model, a global context

can be broken down into nested subregions. The model is based on a series of

navigation studies that demonstrated that memory for larger environments is

organized hierarchically (Hirtle & Jonides, 1985;McNamara, 1986;McNamara
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et al., 1989). These navigation studies examined memory for spatial relations in

subregions of a larger environment. The subregions were distinct clusters

defined by their content objects and were also nested within the larger environ-

ment. They found that navigation and recall of the details of the subregions

depended on the observer’s ability to retrieve information about the larger

environment. Concerning scenes, the application of such a model would mean

that the retrieval of information in any one part of the scene (e.g., contents on

a desk) would depend on the recognition of the background or larger contextual

information (e.g., a specific office).

In a more recent study, Castelhano, Fernandes, and Theriault (2018) exam-

ined whether accessing the scene context was needed to access more specific

scene information in a hierarchical manner. To do so, they used chimera scenes,

which were scene images in which the background and foreground came from

different scene categories (see Figure 9). They found that when the information

immediately surrounding the target was changed, the contextual cueing effect

was not completely abolished; some information about the target location was

retrievable from the background context information. Similar to previous stud-

ies (Brockmole et al., 2006; Brockmole & Henderson, 2006), when the

Figure 8 Example images in which the local details were changed (coffee table)

or the global details were changed (room). See text for details. Taken with

permission from Brockmole et al. (2006).
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surrounding background information was changed (global change transfer

condition), they found a similarly decreased, but not altogether abolished,

contextual cueing effect. The finding that a changed background can permit

some retrieval of the target information indicates that not all information about

the target is routed through information about the larger scene context in

a strictly hierarchical manner.

Another aspect of a scene that can be retained and used in subsequent

processing is the scene’s spatial layout. The layout of the scene is specific to

the image that one is viewing, as one can imagine that the same space can be

viewed from different perspectives (see Figure 10). The spatial layout can

directly inform the scene representation across viewpoints. For instance,

Sanocki and Epstein (1997) found that the scene layout information prime

could be used in a subsequent judgment of a matching scene, specifically

depth information. However, when the scene prime was different, performance

was no better than a no-scene-control preview, indicating a boost from the same

layout but no cost arising from having processed a different layout. In subse-

quent studies, researchers have shown that scene layout can be extrapolated to

some extent beyond the current view (Castelhano, Pollatsek, et al., 2009;

Figure 9 Example stimuli used in the Castelhano et al. (2018) study. On the left-

hand side, the original normal scenes are shown. These have their foregrounds

switched to produce the chimera scenes, shown on the right-hand side.
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Castelhano & Pollatsek, 2010; Gottesman, 2011; Sanocki, 2003; Sanocki &

Epstein, 1997). For instance, Castelhano and Pollatsek (2010) had participants

indicate which of two dots superimposed on a scene image appeared closer to

them in depth. They found that when the priming scene was identical or only 10°

(rotated to the right or left), priming of depth occurred, but there was no reliable

priming from larger differences in viewpoint (20° or greater). However, it

should be noted that not all researchers accept that scene layout can be reliably

extrapolated from a current view. Shafer-Skelton and Brady (2019) argued that

the priming found in Sanocki and Epstein’s study did not arise from scene

layout, but rather was the result of iconic memory match between the prime and

target scenes. When a 200-ms dynamic mask was presented between the prime

and the target scene, they found the spatial layout priming disappeared.

However, this is still debated as it is not yet clear what the presence of

a dynamic mask would do to the representation and how it would affect

subsequent processing, regardless of the processing type (spatial or otherwise).

In addition to more general properties like gist and spatial layout, the

particular objects that appear in the scene also affect the retention of scenes in

long-term memory. The extraction of object information is not as rapid as the

extraction of global scene information and tends to build up over time

(Hollingworth, 2004). Importantly, when moving their eyes around the scene,

people do not look at wide, homogenous expanses of the scene (e.g., the sky).

Figure 10 The same space depicted from different viewpoints and conveying

different aspects of the spatial layout. See text for details.
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Instead, they look at the objects that occur in the scene. As people look around

the scene, they are extracting object representations that can be integrated into

the scene’s representation. To study the long-term representation of scenes and

the relation of the objects contained within them, Hollingworth (2004) exam-

ined visual memory for objects in scenes using a follow-the-dot paradigm to

ensure that objects were fixated and in a specific order. After looking at the

scene and the objects, one of the objects in the sequence was tested. The most

recently viewed objects were remembered best, highlighting a role of visual

working memory, but Hollingworth found that even objects viewed in the more

distant past were remembered well.

It is important to note how the retention of information in long-term memory

was first thought to be highly detailed, then thought to be quite sparse, and is

now thought to be somewhere in between. Nonetheless, the notion that there is

no memory for visual information is no longer held to be true. Based on more

recent findings, it may be that the retention of information may depend more on

what is noticed and recalled during retrieval processes, rather than the amount

of information that is retained. Across studies, many researchers now believe it

may be that more details are encoded than there are details recalled.

In addition, researchers have examined how well objects are remembered

across the visual field. In an early study, Parker (1978) claimed that object

information could be extracted far into the periphery, allowing people to move

their eyes to objects that changed if that was needed. In contrast, Henderson

et al. (2003) found that to detect changes to objects, one had to be within 4° of

visual angle to detect the change in a complex scene (in this case, three-

dimensional renderings of real-world scenes). In a more recent study, Pereira

and Castelhano (2014) found that object information interacted with the periph-

eral scene information when guiding the eyes to a target. If objects around the

target were present in the periphery, the eyes were more likely to move to that

area, indicating that people select object-filled areas to look at when looking for

a target object. There is a preference to look toward object clusters. Together,

these studies suggest that objects are a unit of memory as well as a unit of

attentional guidance, which we will examine further below.

Application in the Real World: False Memory

Even now, with the ubiquitous nature of photos on devices and in social media,

photographs are powerful sources of influence on memory. When examining

photographs of a past event, they often act as a memory cue to recall the events

of a specific day and time. In the past, photographs were seen as a reliable and

undisputed memory cue, even as our own memories are considerably more
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unreliable (Dodhia & Metcalfe, 1999; Garry & Gerrie, 2005; Lindsay et al.,

2004; Liv & Greenbaum, 2020; Wade et al., 2002). In fact, many studies

examining the malleability of memories have used photographs to examine

how autobiographical memories are affected (Garry & Gerrie, 2005; Garry &

Wade, 2005; Lindsay et al., 2004; Wade et al., 2002). Many studies found that

even when there was no evidence that a person had experienced a specific event

in their life, providing a photograph as a potential cue led many individuals to

falsely report the event. For instance, Wade and colleagues (2002) had partici-

pants recall three events from their childhood, two of which were real (gathered

through interviews with their parents) and one that was false (e.g., a hot air

balloon ride). The manipulation included a narrative of the false memory,

a photograph, and imagery instructions. The photograph was doctored to

include the participant and a parent in a hot air balloon. With this manipulation,

they were able to create false childhood memories in 35 percent of the partici-

pants. Further, they examined the details in the recall using a clause analysis to

explore the extent to which the fake photograph had contributed to the false

memory. They found that the details of the photograph made up on average

about 30 percent of the participants’ clauses in the description of the event, but

false memories were more likely than true memories to contain detail from the

photograph. Thus, they concluded that the photograph did act to support details

in the false memory and increase the believability of the story for some

participants.

Since the Wade et al. (2002) study, many other researchers have investi-

gated the effects of photographs on the memory of events (Cardwell et al.,

2016; Liv & Greenbaum, 2020; Nash, 2018; Newman et al., 2020).

Researchers have found that the memory of events was malleable even

when the event was general public knowledge. In one such study, Nash

(2018) manipulated photos from two public events (the 2012 London

Olympic torch relay and the 2011 royal wedding of Prince William and

Kate Middleton). Photos depicted the real-life events as they occurred or

were doctored to include protesters and violence. Nash also manipulated

whether the doctoring of the photos was high or low quality and added

disclaimers that would warn about their inauthenticity. Despite all the poten-

tial warnings about the manipulations, he found that some participants were

still more likely to believe in the unrest at these events when they were

accompanied by a photo, regardless of the quality of the changes or the

presence of the disclaimer. Nash concluded that the photos seem to add

credibility to the story, even when other measures were taken to warn

participants to discount them. This addition of photos, even when they have

no bearing on the event itself, has been supported in other studies (Cardwell
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et al., 2016; Henkel & Milliken, 2020; Newman et al., 2020). Thus, it seems

that photographs play an important role in changing people’s perception of

a public event and convey a sense of credibility, even when unwarranted.

Traditionally, memory susceptibility to suggestion and change was

researched in the context of eyewitness memory (for a review, see Loftus,

2019), where many researchers found that subsequent retelling of an event

had a marked influence on how that event was subsequently recalled.

However, in more recent years, more attention has been directed toward

people’s susceptibility to believing fake news stories (Murphy et al., 2019;

Pennycook & Rand, 2019; Spinney, 2017). For instance, Murphy et al.

(2019) had participants view six news stories (two fake) after Ireland’s

abortion referendum and manipulated the photos to coincide with partici-

pants’ political stance or against it. They found that almost half the partici-

pants reported remembering the fake news story, and a third of those

remembered specific details about the event. A subsequent analysis showed

that the believability depended on the participants’ political orientation,

with greater memory for fake stories about a scandal on the opposing side.

Despite all the studies suggesting that memory of events and memory of

photos may play an important role, there remain quite a few researchers that

have argued that these studies are misleading and may not have any direct

bearing on the existence and believability of fake news (Liv & Greenbaum,

2020; Nichols & Loftus, 2019; Patihis et al., 2018). Instead, some researchers

have argued that the experiments are set up in such a way as to coerce

participants to behave or answer in certain ways that align with the

researchers’ expectations (demand characteristics of the experiments result

in higher rates of believing fake news). Interestingly, photographs as

a memory cue are used both to suggest that the fake story is true and as

a way to cue more accurate information to offset the false information. For

instance, Smelter and Calvillo (2020) found that the mere presence of

a photograph with a headline increased its perceived accuracy regardless of

whether the headline was true or false. We expect much more focus in the

future on the consumption and prevention of fake news and its relation to

false memories.

5 Eye Movements and Scenes

In this section, we will focus on the use of eye movements to examine how

scenes are processed and understood. Although eye movements provide an

excellent record of the location and timing of the eyes, their usefulness arises

from their connection to mental processes. The structure of the eye forces us
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naturally to move them as it is only from the central point of gaze that we have

the highest acuity (the fovea, ~2° of visual angle; see Figure 11). To compensate

for this limited area of high acuity, people rotate their eyes in order to extract

highly detailed visual information from areas of interest. We do so automatic-

ally and most people are unaware that the eyes move a number of times

per second (~ 3 eye movements per second: Rayner, 2009; Williams &

Castelhano, 2019). Although not always implicit, the ease with which we

move our eyes and the relative “invisibility” of these movements make them

an ideal tool for observing behavioral responses unobtrusively (Castelhano

et al., 2007; Rayner, 2009; Williams & Castelhano, 2019).

Some of the earliest demonstrations of eye-movement patterns showed that

they reflected different ways in which information was processed (Buswell,

1935; Yarbus, 1967). Buswell and Yarbus both described the importance of

the task that the observer is performing. Buswell (1935) demonstrated that

when participants were told to view the pictures in a “normal manner,” he

found that the fixation were widespread. When the tasks had less focused

instructions, participants had a greater tendency to scan a large proportion of

the scene as there remains uncertainty of the importance of any particular

detail. However, when participants searched for a person in a window in the

same scene that they had freely viewed previously, the fixations were con-

centrated on possible locations where the target could be. In other words,

when given specific instructions in a task, such as a target object to search for,

eye movements tend to be focused on possible scene areas in which that
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Figure 11 Highest acuity corresponds with the center of vision, which is lined

up with the fovea in the retina. Acuity rapidly declines outside this area with

increased eccentricity from the fovea. Based on Rayner and Castelhano

(2007a).
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object can occur. Similarly, Yarbus (1967) examined the eye movements of

a participant when looking at a single stimulus, the painting An Unexpected

Visitor, with different tasks. Yarbus found that the locations of fixations

varied with the task (see also DeAngelus & Pelz, 2009), demonstrating that

the task performed can alter the eye-movement patterns dramatically as

different aspects of the scene are relevant to each task. The studies of both

Buswell and Yarbus highlighted the usefulness of the eye-movement record

for deciphering cognitive processes.

Since these early studies, researchers have further investigated how different

eye-movement measures reflect cognitive processing and attention (Castelhano,

Mack, et al., 2009; Castelhano & Henderson, 2007; Castelhano & Krzyś, 2020;
Castelhano & Pereira, 2018; Castelhano & Rayner, 2008; Deubel & Schneider,

1996; Hoffman & Subramaniam, 1995; Rayner et al., 1978; Williams &

Castelhano, 2019). While the early studies described results as qualitative

differences observed in the eye-movement record, more modern methods

examine eye movements in terms of the time spent and spatial distribution of

the record. Saccadic eye movements rotate the eyes from pointing at one part of

the visual world to another and generally take less than 50 ms (Awh et al., 2006;

Rayner, 2009; Reichle et al., 1998; Williams & Castelhano, 2019). Once the

eyes have rotated to point to the new location, they pause or fixate for a brief

amount of time (e.g., 100–400 ms). While the eye is in motion, visual process-

ing from the eyes is limited through saccadic suppression and no visual infor-

mation is acquired (Deubel et al., 2002; Rayner, 2009). Thus, for the purpose of

examining cognitive processing, the point at which the eye is relatively still

(such as during a fixation) is of greatest interest.

The eye-movement measures used to examine scene processing have bor-

rowed greatly from the reading literature and reflect different fixation measures

based on duration, number/count, and location. However, aggregate fixation

measures that define processing across different temporal windows have proven

to be especially useful. For instance, gaze duration (the sum of the fixation

durations on a region of interest from the first fixation in the region to when the

eyes leave that region) can give an indication of the time to initially process and

recognize an object. Subsequent fixations (second gaze duration or total time)

also indicate additional information gathering was needed or that a checking/

confirming process was necessary.

In contrast to these measures based on reading, researchers are also interested

in the spatial distribution of fixations in scenes. The spatially distributed

information of eye movements allows researchers to have a direct measure of

prioritization of information available to the observer, examine commonalities

in the prioritization across individuals, and allow for other interesting spatially
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aggregate measures. For instance, the proportion of the image fixated can

indicate the extent of the exploratory vs. focused behavior. Some tasks encour-

age greater exploration of the scene (e.g., memorization), whereas others

constrain that exploration (e.g., visual search). Further to this, scan path ratio

is a measure that indicates the degree of efficiency of the eye movements as it

can be used to create a ratio of the distance taken to reach a critical region to the

shortest distance possible. Thus, with all 360° of possible locations of the next

fixation, the spatial dimension allows for a rich set of measures that reflect

different types of processing.

In addition to the spatial dimension, because the eyes move from one location

to the next in a serial manner, eye-movement data provide a temporal record of

processing. This information allows researchers to identify the order in which

scene features are processed, indicating their relative importance to the task. In

addition, fixations typically last only a few hundred milliseconds, which is

much shorter than many complex tasks (e.g., searching) take to complete. The

serial fixation record can be examined to determine, at a more fine-grained time

scale, the processing that was occurring at each point in the trial rather than on

a global scale (i.e., reaction time).

The timing and placement of eye movements is an important measure of

cognitive processing only because eye movements are strongly linked to atten-

tional processes. Research has found that when the eyes move, attention

precedes the eyes to the intended location and remains at that location for

some time before moving to another location (Castelhano & Pereira, 2018;

Gordon et al., 2008; Rayner, 2009; Zelinsky, 2008). Although not absolute

(attention can move to locations independently of the eyes), fixation location

is linked to the attended regions of the visual stimuli. We turn to this connection

next.

5.1 Eye Movements and Attention

Over the past few decades, researchers have established that there is a tight link

between eye movements and attention (Casarotti et al., 2012; Cavanagh et al.,

2010; Rolfs et al., 2011; Zhao et al., 2012). In a seminal study, Hoffman and

Subramaniam (1995) demonstrated that attending to one location while saccad-

ing to another did not improve performance at the attended location, but instead

improvement was seen at the location of the saccade landing point. From this,

researchers have demonstrated not only that attention is tightly linked with the

planning and execution of an eye movement to a new location, but also that it

presents an interesting conundrum for interpreting fixation durations. As stated

earlier, the decision of where to move the eye is inherently a part of measures
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reflecting when to move the eyes. Thus, the link between eye movement and

attentional processes is not a straightforward causal relationship as posited by

a number of early studies (e.g., Rizzolatti et al., 1987). Recent studies do not

dispute the link between attention and eye movements, but rather highlight how

information processing at different positions relative to the current eye position

is updated over time and introduces a more fractured view of the role of

attention relative to eye movements.

For instance, in a recent study Castelhano and Pereira (2018) examined

the contribution of the global semantic context to the planning and execution

of a fixation to a critical object. To do so, they used a modified version of

a boundary paradigm (Rayner, 1975; Rayner et al., 2009a, 2010), called the

dot boundary paradigm (see Figure 12). In the original paradigm, when

a participant’s fixation crossed an invisible boundary, a critical word

changed from a preview word to the target word. They could be orthograph-

ically or semantically related, and fixation on the target word showed how

much of the preview word was processed prior to direct fixation. In the

modified dot boundary paradigm, participants are asked to first fixate on

a red circle that suddenly appeared on the scene image. This allowed for the

information from the preview object to be controlled as it appeared within

a certain distance from that circle. Following fixation on the red circle,

a preview object would suddenly appear, which would capture attention

(Brockmole & Henderson, 2005; Pannasch & Velichkovsky, 2009). The

participants’ task was to verify the identity of this critical object

(Castelhano & Pereira, 2018). Once a saccade toward the preview object

was made and an invisible boundary that surrounded the target object was

crossed, the preview object changed to the target object. Fixation patterns on

the target object revealed how much information had been extracted and

processed prior to fixation. The results showed that information extracted

from the object prior to fixation was influenced by the overall semantic

consistency between it and the scene context. This effect was seen in early

measures of fixating on the target object, but not on later measures or

aggregate measures of eye movements.

Other influences on the direction of attention and eye movements have

recently come to the fore. For instance, idiosyncratic eye-movement tendencies

for how information is acquired have an additional effect on guidance

(Bindemann, 2010; Castelhano & Henderson, 2008a; Castelhano & Rayner,

2008; Tatler, 2007; Tseng et al., 2009). For instance, there is the central bias

effect (Tatler, 2007), where the eyes have a bias to look to the center of the

image. While initial eye movements seem to be positioned centrally, this effect

dissipates with time (Bindemann, 2010; Rothkegel et al., 2017). In addition to
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a central bias effect, Bindeman (2010) found that the screen size and boundaries

play a role as only early eye movements were directed to the center.

In addition to global eye-movement tendencies, people also have individual

differences in their tendencies in the execution of fixations and saccades

(Castelhano & Henderson, 2008a; Rayner et al., 2007). Castelhano and

Henderson (2008a) revealed that there were individual tendencies both in the

length of fixations and saccades. They found that individuals had tendencies

toward shorter or longer fixations and shorter or longer saccades. Interestingly,

there was no relationship between tendencies between fixation and saccade

lengths, such that a shorter “fixater” could equally be a longer or shorter

“saccader.” These individual tendencies have also been linked to how well

Figure 12 The boundary dot paradigm is a modified version of the original

boundary paradigm used in reading to account for the varied direction of

saccades during scene viewing. In the dot paradigm, the participants were first

shown the target word, followed by a fixation cross and an initial viewing of the

scene image (presented without the target or the preview object). After 450 ms

of viewing, a red dot appeared, and participants were instructed to fixate on the

dot. Once fixated, the preview object would onset (highlighted here for

illustrative purposes, although the participants would not see the object

highlighted). Participants were instructed to verify whether this object was the

target object and during a saccade toward that object, the preview would change

to the target object. Taken with permission from Castelhano and Pereira (2018).

See text for more details.
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regions of interest are processed and how these change across individuals in

special populations (e.g., individuals with Autism Spectrum Disorders; Au-

Yeung et al., 2011; Benson et al., 2012; Benson et al., 2016; Williams &

Castelhano, 2019). Although it is outside the scope of the current review,

many recent studies have used eye movement to examine individual differences

across a number of special populations. Thus, across both global and individual

tendencies, internal biases also have an influence on how fixation patterns

emerge in any given situation. However, rather than focusing on internal

influences on eye movements, much of the research on eye-movement guidance

has been focused on external influences.

5.2 Scene Properties and Eye-Movement Guidance

Traditionally, researchers have examined how image features drive eye move-

ments in a bottom-up manner. Computer vision has been incredibly influential

in how researchers theorize how eye movements are guided, most predomin-

antly through computational models of saliency (Itti et al., 1998; Itti & Koch,

2000). Visual saliency and saliency maps try to define areas that “stand out”

from the background as potential points of interest (Henderson et al., 2007).

When looking at images, the eyes rarely go to large homogenous areas such as

a blue sky or a blank wall (Buswell, 1935; Mackworth & Morandi, 1967;

Yarbus, 1967). Saliency calculations attempt to find the areas of the image

based on the low-level features that can be extracted from the image itself.

Saliency maps highlight the coordinates of the points that stand out and allow

for a ranking of importance within the image. Low-level features such as color,

orientation, and intensity (Borji et al., 2013; Itti & Koch, 2000), as well

as second-order features such as intersections and edges (Erdem & Erdem,

2013; Frey et al., 2007), have been found to affect eye-movement planning.

Although many researchers have explored the combined and separate contribu-

tions of low-level features to eye-movement guidance (such as color: Nuthmann

& Malcolm, 2016), there has been movement away from a purely bottom-up

approach.

Although saliency has inspired a number of theoretical models and research

studies, over the past decade the limits of saliency as an explanatory tool have

become more pronounced (Bruce et al., 2015; Henderson et al., 2007; Latif

et al., 2014; Tatler et al., 2011). First, inherent in models of saliency is the notion

that information selection is passive and based solely on the properties of the

image, regardless of the individual’s intent. For instance, Latif et al. (2014)

found that when examining different versions of the painting The Death of

General Wolfe by Benjamin West, fixations were drawn to different areas of the
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painting depending on their saliency. Notably, when the saliency of the two

versions of the painting was modified such that each was changed to the other’s

saliency patterns (making the high-saliency area low and vice versa), partici-

pants showed eye-movement patterns that corresponded to the changed saliency

of the painting, leading authors to conclude that when directed to look at the

painting to understand the event depicted, the saliency of different regions

affects the pattern and distribution of eye movements. However, across many

studies, it should be noted that individuals are actively seeking visual input,

regardless of the task (Castelhano, Mack, et al., 2009; Tatler et al., 2011).

Second, there is an overall movement away from classifying influences as

either purely top-down or bottom-up (Awh et al., 2012; Tatler et al., 2011).

Instead, researchers have begun to examine different sources of information

(e.g., immediate history with a task) and how they are combined and interact.

For instance, many recent models are finding ways to incorporate higher-level

information such as meaning and objects into how scene information is selected

(Kanan et al., 2009; Zelinsky, 2008). There are many computational models that

have since been proposed to better represent higher-order information, but

review of that work is beyond the scope of the current Element (see Zelinsky

et al., 2020, for a review). However, we will consider the different types of

higher-order information and their influence on eye-movement guidance.

5.3 Influence of Semantics on Eye Movements

The effect of higher-order influences has received greater attention in the last

decade as researchers move away from solely examining low-level, stimulus

properties as the main influence on eye-movement guidance. The influence

of scene semantics on eye-movement guidance is usually investigated by

comparing semantic consistent details with inconsistent ones within a larger

context. Any differences in fixating on consistent and inconsistent objects are

attributed to scene semantics because inconsistency is defined by the object–

scene relationship. Although semantic inconsistency can influence eye move-

ments in multiple ways (Benson et al., 2012, 2016; Castelhano &Heaven, 2011;

Castelhano & Rayner, 2008; Rayner et al., 2009b), researchers have concen-

trated on two main questions: (1) whether inconsistent objects capture attention

from a distance and (2) how inconsistency affects object processing and recog-

nition. We examine each in turn.

How and whether semantic inconsistencies can be identified in the periph-

ery and then attract attention has been debated for a number of decades. In

a now seminal study, Loftus and Mackworth (1978) found that a semantically

inconsistent object (e.g., an octopus in a farmyard) was more likely to be
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fixated on than a consistent object (e.g., a tractor in a farmyard) and, import-

antly, was fixated on sooner. They concluded that the inconsistent semantic

objects automatically attract attention. Despite being intuitively appealing,

subsequent studies produced mixed results (Becker et al., 2007; De Graef

et al., 1990; Henderson et al., 1999; Underwood et al., 2007), and this

inconsistency has also been found in more recent studies (Castelhano &

Heaven, 2010, 2011; LaPointe & Milliken, 2016; Võ & Henderson, 2009,

2011). For instance, Castelhano and Heaven (2011) found that objects that

were inconsistent with the scene context (e.g., cookbook in a bathroom) did

not attract fixations sooner and, in fact, often took longer to attract fixations

than consistent objects. These findings suggest that attention was not immedi-

ately drawn to semantically inconsistent objects.

In contrast to the original study by Loftus and Mackworth (1978), studies in

the past decade have found that consistent objects lead to more efficient search

performance (Castelhano & Heaven, 2010, 2011; Hwang et al., 2011; Malcolm

& Henderson, 2009; Pereira & Castelhano, 2014). Researchers posit that the

semantic relatedness of the object not only to the scene context but also to other

objects in the scenes led to faster search. For instance, Hwang et al. (2011) used

annotated photo images (from LabelMe Database; Russell et al., 2008) to

examine the contribution of semantically related objects to the guidance of

eye movements. They found that there was a tendency for the next fixation to be

programmed to an object that was semantically similar to the currently fixated

object. Further, Mack and Eckstein (2011) found that when semantically related

objects were placed in close proximity, search was much faster. On the other

hand, Lapointe and Milliken (2016) found inconsistent objects were detected

more quickly during a change-detection task. The difference in patterns of

results illustrates important interactions between stimulus properties (e.g., the

size of the critical object) and task (e.g., visual search vs. change detection), and

so the influence of semantics on eye-movement guidance is more nuanced than

a simple yes or no.

Second, researchers have also examined the question of how semantic incon-

sistencies affect object recognition processing once they are fixated. This

question is less contentious as it has been well established that inconsistent

objects do lead to overall longer processing times (De Graef et al., 1990;

Friedman, 1979; Henderson et al., 1999). For example, Friedman (1979)

found that objects that were inconsistent with the scene’s semantic category

led to longer fixation durations and the increase in fixation duration was in line

with the degree of inconsistency of the object within that scene according to the

ratings by a separate group of participants (varied from high to low

inconsistency).
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More recent studies have demonstrated similar results (Castelhano &

Heaven, 2010, 2011; Malcolm & Henderson, 2009; Võ & Wolfe, 2013a).

However, in addition, there are some differences in where objects are placed

within the inconsistent scene. Castelhano and Heaven (2011) had participants

search for objects placed in an inconsistent scene context that were either in

a consistent region of the scene (e.g., cookbook on a bathroom countertop) or in

an inconsistent region in the scene (e.g., on the floor of the bathroom). An

example of the stimuli manipulation is shown in Figure 13. They found that

when processing the object, the placement of the object within the larger scene

context had an effect on object recognition processes such that inconsistent

placement in an inconsistent context led to longer fixation durations than the

consistent placement. It is not completely clear why this would be the case, as in

each case the semantic mismatch remains. However, work on the parsing of the

object from the background (Oliva & Torralba, 2007) reveals that an object

placed within an expected location may be easier to parse, but more research is

needed to draw a more definitive conclusion.

Figure 13 The stimuli used in the Castelhano and Heaven (2011) study

manipulated the placement of the target objects such that both the semantic

consistency and spatial placement were manipulated orthogonally. Taken with

permission from Castelhano and Heaven (2011). See text for more details.
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5.4 Influence of Task and Intention on Eye Movements

Looking again to the work of Buswell (1935) and Yarbus (1967), it is easily seen

how the task being performed is critical when interpreting eye movements and

scene processing. Since then and with the rapid development of eye-movement

tracking technology, researchers have used eye movements to examine the

cognitive underpinnings of processing across a number of tasks. In addition,

with improvements in the tracking technology, researchers have sought to deter-

mine how task affects eye-movement patterns quantitatively (Castelhano, Mack,

et al., 2009; Greene &Wolfe, 2011; Haji-Abolhassani & Clark, 2014; Henderson

et al., 2013; Land & Hayhoe, 2001; Mills et al., 2011; Tatler et al., 2011; Triesch

et al., 2003). For example, Castelhano et al. (2009) examined eye-movement

patterns across visual search and memorization tasks on the same set of stimuli.

Participants first completed one task and then another, and the pictures were

counterbalanced across participants. This design allowed for a direct comparison

of the effect of the task while having the differences in stimuli consistent. They

found that the dispersion of fixations across the stimuli differed, in that fixations

were more widely dispersed in the memorization task than in the visual search

task. In addition, they found that while individual fixation durations were task

invariant, task differences arose in the aggregate measure of fixations. So, while

the individual fixation durations remained the same across tasks, the task affected

how many times the same region of the scene was re-fixated on. Interestingly,

some researchers have also found task differences at the level of the individual

fixation, in addition to the aggregate measures (Nuthmann, 2017). From these

results, it is important to note the task differences in motivation and strategy that

influence how a scene is fixated on and processed.

The contrast between memorization and visual search tasks used in

Castelhano et al. (2009) demonstrates differences between a wide variety of

tasks. Notably, the extent to which fixations are dispersed across a scene is tied

to how restrictive the instructions are. Many times, tasks that minimally direct

the participant are used, such as memorization (Castelhano, Mack, et al., 2009;

Cronin et al., 2020; Henderson & Castelhano, 2005; Williams & Castelhano,

2019; Zelinsky & Loschky, 2005), aesthetic judgments (Choe et al., 2017;

Heidenreich & Turano, 2011; Hristova et al., 2011; Rosenberg & Klein,

2015), and free viewing (Hristova et al., 2011; Latif et al., 2014; Mills et al.,

2011; Nuthmann, 2017). These less focused tasks encourage participants to scan

a large proportion of the scene as participants are uncertain of the importance of

any particular detail. However, this breadth is not of uniform density and tends

to be focused on parts of the scenes where meaningful objects exist (Antes,

1974; Castelhano, Mack, et al., 2009; Castelhano & Krzyś, 2020; Castelhano &
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Rayner, 2008; Henderson & Hayes, 2017; Mackworth & Morandi, 1967;

Williams & Castelhano, 2019). Thus, less focused instructions also lead to

less focused eye-movement patterns.

In contrast, highly focused tasks, like visual search, require participants to be

more directed in their viewing in line with a specific goal. In an early example of

this contrast, Buswell (1935) demonstrated that when participants searched for

a person in a window in the same scene that they had freely viewed previously,

fixations were concentrated on the windows of the building, or the possible

locations of the target. In general, the extent of the eye movements executed

under search instructions tends to be more focused on areas of the scene in

which the object is likely to occur (Castelhano & Krzyś, 2020; Oliva et al.,

2003; Pereira & Castelhano, 2019; Torralba et al., 2006).

Because a search task necessitates that some scene regions are relevant and

some are not, they allow researchers to investigate the way attention is allocated

by manipulating the relative importance of other properties of the scene. For

example, Pereira and Castelhano (2019) had participants search for a target

object while on half the trials an unexpected distractor object could suddenly

appear. The distractor object could appear either in a relevant scene region

(corresponding to a scene region likely to contain the target object) or an

irrelevant region (in which the target would be unlikely to be located) (see

Figure 14). They found that attention was more likely to be captured by the

distractor appearing in the relevant region than the irrelevant region. When

participants searched for a letter target, which had no association with any scene

context region, there was no difference in attentional capture across regions.

Based on this pattern of results, they concluded that the allocation of attention

was focused on the region of the scene most relevant to the search task target.

The differences in patterns between tasks led researchers to examine how else

eye movements could shed light on the type of processing being conducted at

the time.

Application in the Real World: Marketing and Ads

Based on the work examining how attention is directed within real-world

environments, tools have been developed to examine how attention to advert-

isements is processed and, in turn, how effective different types of marketing

strategies are. Within this field of research, eye movements have become an

important tool; for example, research on eye movements has been linked to

research on marketing and processing of ads (Aribarg & Schwartz, 2020;

Bassett-Gunter et al., 2014; Hervet et al., 2011; Pieters & Wedel, 2004;
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Rayner et al., 2001, 2008; Rayner & Castelhano, 2007b; van der Lans &Wedel,

2017; Wedel, 2017; Wedel & Pieters, 2000).

Prior to the late 1990s, most of the research on eye movements of viewers

examining print advertisements tended to be descriptive (see Radach et al., 2003

for a summary). More recent research has focused on attempts to quantitatively

determine how different aspects of the ad and the viewer’s goal interact to affect

gaze patterns to different parts of the ad. For example, Rayner et al. (2001)

asked participants (from the United States) to imagine that they had just moved

to the United Kingdom and that they needed to either buy a new car (the car

condition) or skin care products (the skin care condition). Both groups of

participants saw the same set of unfamiliar ads. In the car group, participants

saw eight critical car ads, but they also saw eight critical skin car ads and eight

Figure 14 An example of the stimuli used in the Pereira and Castelhano (2019)

study on the deployment of attention in scenes during visual search (target

object highlighted in blue). The paradigm used the sudden onset of a distractor

object (highlighted in red). The distractor occurred in either a target-consistent

scene region or in an inconsistent one. As a control, measures of distraction

were also taken when searching for a letter target, which has no contextual

constraints. Taken with permission from Pereira and Castelhano (2019). See

text for details.
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filler ads (consisting of a variety of ad types); participants in the skin care group

saw the same ads. With this setup, the two different types of ads have different

levels of relevance to each of the groups. Perhaps unsurprisingly, they found the

car group spent more time looking at car ads than at skin care ads, while the skin

care group spent more time looking at skin care ads than car ads. In a follow-up

study, Rayner et al. (2008) had participants rate the ad in terms of (1) its

effectiveness and (2) how likeable it was. Interestingly, the gaze patterns of

this study were different from the earlier Rayner et al. (2001) study. In Rayner

et al. (2008), when asked to rate pictures for effectiveness or likeability,

participants tended to spendmore time looking at the picture in the ad compared

to its text. In contrast, participants in the Rayner et al. (2001) study spent more

time reading the text, particularly if the ad was relevant to their task. Thus, when

the task was to buy a product, participants spent more time reading; when the

task was to rate the ad, they spent more time examining the picture.

Although studies examining viewing of advertisement directly have revealed

different patterns of engagement with each part, other research studies have

examined how advertisements are viewed in the context of other material

(example content from a news outlet, social media, etc.). Positioning ads around

the edges of the screen has led viewers to develop what researchers term

“banner blindness” (Hervet et al., 2011; Margarida Barreto, 2013; Resnick &

Albert, 2014). Banner blindness was a term coined to refer to the tendency for

viewers to ignore information presented in certain formats or in certain posi-

tions within a webpage (Benway & Lane, 1998). For instance, Resnick and

Albert (2014) found that banner blindness was most often exhibited in cases in

which participants were given a specific task and when the ad took up the upper-

right location in the screen. This was most often revealed as a complete lack of

engagement with the advertisement (no direct looks to the ad and a lack of

memory for either the ad or the brand being advertised). Researchers have

concluded that because advertisements are made in such a way that they attempt

to grab attention (often colorful and with motion or depicting movement),

viewers learn the typical features of online ads and learn to ignore and avoid

them. This finding has led to the development of alternative means of advertis-

ing online, which we turn to next.

More recently, researchers have examined how different approaches to online

advertising affect attention to and processing of advertisements. Native adver-

tising is a type of advertising where the ad is placed in-feed and its form and

format matches the context of the platform on which it is displayed (e.g., ads on

Facebook or Instagram as formatted to appear as content of the feed). This is

thought to be more effective than advertisements that are placed in specific

locations on the display (Aribarg& Schwartz, 2020; Hervet et al., 2011; Higgins
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et al., 2014; Margarida Barreto, 2013; Resnick & Albert, 2014) because the

same feature cues are not as readily available to viewers. In fact, many early

studies found that the content of the advertisements was often taken as content

itself, speaking to its effectiveness in having people engage with the ads. In

a recent study, Aribarg and Schwartz (2020) had participants view either display

or native advertisements while viewing a news webpage. They examined the

ads’ effectiveness for brand recognition and clickthrough rate as well as eye-

movement patterns as measures of engagement. They found certain tradeoffs

between the two that did not clearly elevate one format as superior to the other.

Eye-movement patterns revealed a greater amount of time looking at display

ads than native ads as well as better explicit memory for the display ads.

However, they also found a greater rate of clicks for the native ads than display

ads. These results present an interesting conundrum: because different measures

reveal different patterns of engagement, the main question becomes: which type

is most desirable? Although banner blindness is a widely accepted notion,

advertising strategies that try to circumvent these particular issues have

shown varying degrees of success, depending on which measure is used.

Nonetheless, eye-movement patterns do reveal an interesting contrast between

how viewers process information once it is fixated and whether they want to

delve into it more.

Although advertisements differ in a variety of ways, there are some under-

lying principles in how viewers inspect them. First, when viewers look at an ad

with the expectation that they might want to buy a product, they often quickly

move their eyes to the text in the ad (Rayner et al., 2001). Second, viewers spend

more time on implicit ads in which the pictures and text are not directly related

to the product than they spend on explicit ads (Radach et al., 2003). Third,

although brand names tend to take up little space in an ad, they receive more eye

fixations per unit of surface than text or pictures (Wedel & Pieters, 2000).

Fourth, viewers tend to spend more time looking at the text portion than at the

picture portion of the ad, especially when the proportion of space each takes up

is taken into account (Rayner et al., 2001; Wedel & Pieters, 2000). Fifth,

viewers typically do not alternate fixations between the text and the picture

part of the ad (Rayner et al., 2001, 2008). That is, given that the eyes are in either

the text or picture part of the ad, the probability that the next fixation is also in

that part of the ad is fairly high (about .75; Rayner et al., 2008). Rayner et al.

(2001) found that viewers tended to read the headline or large print, then the

smaller print, and then they looked at the picture (although some viewers did an

initial cursory scan of the picture). However, Radach et al. (2003) found that

their viewers looked back and forth between different elements (often scanning

back and forth between the headline, the text, and the picture). Radach et al.
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(2003) argued that the differences lie in the fact that the tasks they used were

more demanding than those used by Rayner et al. (2001). This brings us to the

sixth important point: it is very clear that the goal of the viewer very much

influences the pattern of eye movements and how much time viewers spend on

different parts of the ad (Pieters & Wedel, 2004; Rayner et al., 2008).

6 Searching through Scenes

As has been described in the previous sections, the online representation of

a scene is a critical component of the scene processing, but the task that one is

given when looking at a scene is as important to how the scene is processed as

the scene’s contents itself. Buswell (1935) and Yarbus (1967) both discuss the

importance of task in the eye movements that are made when viewing a scene

and found that fixations were distributed differently when the task changes

(e.g., freely viewing the scene versus searching for people in the scene; see

also Castelhano et al., 2009; Torralba et al., 2006). Searching for a specific

object in a scene is one of the most common tasks performed both in real life

and in the laboratory. Search generally, and search in scenes specifically,

involves a combination of what one is looking for (the target) and the envir-

onment in which one is looking. Both of these components affect the search

individually, and they interact in complex searches like those that occur in

real-world scenes. In this section, we will discuss the issues that are involved

in searches that occur in scenes, what is generally known about how scene

proprieties and target information influence search behavior, the critical inter-

actions of knowledge and stimulus information in search in a scene, and the

attempts to apply what has been learned to real-world searches that can have

life-and-death outcomes.

The action of a search divides the objects and the areas of the scene into those

that are relevant and irrelevant. For the searcher, the division of areas and

objects into relevant and irrelevant allows for an efficient search and finding

of the desired target. For example, if one is looking for a red book, things that

are not red, as well as the ceiling area, can be effectively ignored. On the other

hand, objects that are red or book-shaped and surfaces where books normally

appear are things and areas that are relevant and likely locations for the target

book. Models of visual search tend to use information about the object, the

scene, and/or previous knowledge to “guide” the eyes to areas of greater

likelihood of a target being located based on target properties. For example,

Torralba et al. (2006) described a computational model of search that empha-

sized scene-contextual information as a driving force. The scene context

allowed for top-down knowledge of where targets might be, in addition to
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bottom-up visual information, to guide attention and the eyes to the target in

a scene.

Many studies have shown that the search environment that encompasses the

target is critical to the search process. When considering the scenes in which

search may occur, many different types of information (horizontal and vertical

layout, gist, meaningfulness, saliency, previous experience, etc.) are available

that can be exploited.

Objects are distributed across the scene in spatially licensed manner, such

that the placement of objects in a scene is not random. For example, objects tend

to appear in scenes in areas that are physically licensed and are tied to the object

function (Castelhano &Witherspoon, 2016; Greene et al., 2016). Castelhano &

Witherspoon (2016) found a strong link between the target object’s spatial

location and its function within the scene context (see Figure 15). They found

that when the functions of novel objects were learned, participants were able to

locate them much more quickly than when only the visual features of the target

object were known. In a follow-up experiment, they found that when the

function was learned, visual search was greatly hampered if the placement of

the target object was in a location inconsistent with its stated function than when

it was consistent. Both experiments suggest that not only are objects not

randomly distributed, but their placement is also tied to how we use them.

The distribution of objects within the scene, therefore, may be organized

according to the function that they perform in relation to the tasks normally

associated with the scene.

Guiding search to the relevant locations is not perfect – the red book

mentioned earlier could be taped to the ceiling by a mischievous housemate

as a prank – but for the vast majority of searches, the division of relevant and

irrelevant regions works well. For researchers, search provides a way to test

how attention is deployed through the scene. Researchers may have hypotheses

about what should or should not draw attention; these ideas can be put to the test

by having searchers try to find what the researchers identify as the target of the

search while their eye movements are tracked. Essentially, researchers allow the

searchers to indicate what they deem relevant or irrelevant to the search by

where and to what the searchers’ attention is allocated (see also Williams,

2020).

As mentioned earlier, the Surface Guidance Framework model posits that

attention is directed to surfaces in the scene that are most associated with the

target. To operationalize target-relevant scene regions, scenes are divided into

three horizontal surfaces: (1) upper (e.g., ceiling, upper walls), (2) middle (e.g.,

countertops, tabletops, desktops, stovetops), and (3) lower (e.g., floor, lower

walls). Target-relevant regions are then identified in association with the target
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object: (1) upper (e.g., painting, hook), (2) middle (e.g., toaster, alarm clock),

and (3) lower (e.g., garbage bin, shoes). Using this method of defining each

scene and target object combination allows for researchers to divide the scene

into target-relevant and target-irrelevant scene regions. This, in turn, allows for

the examination of processing differences between relevant and irrelevant scene

regions based on spatial expectations of the target object.

Eye-movement measurements are particularly effective at identifying where

and for how long particular objects are processed (as described earlier). By

identifying the parameters that influence saccades and fixation, researchers can

learn more about how different regions of a scene and information therein are

prioritized. For example, as mentioned earlier, Pereira and Castelhano (2019)

had participants search for a target object where a distractor object would

suddenly appear in half of the trials. They found that distractors were much

more likely to capture attention when they appeared in target-relevant than

target-irrelevant regions. Thus, how attention is deployed is closely tied to the

scene structures and their associations with objects.

Figure 15 From the Castelhano and Witherspoon (2016) study, the heatmaps in

the top row represent the areas of each scene that were fixated on when the

object function was studied (A) versus the visual features (B). The bottom row

represents the areas of the scene that were fixated on when the target was in

a function-consistent location (C) and in a function-inconsistent location (D).

See text for details.
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In another study, Fuggetta, Campana, and Casco (2007) found that implicit

knowledge of the structure of a search can facilitate or impair search perform-

ance. Object placement is constrained by the properties of the scene and by the

laws of physics (normally; Biederman et al., 1973). Objects can be expected to

be in reasonable locations for that specific object (e.g., Boettcher et al., 2018;

Draschkow & Võ, 2017; Pereira & Castelhano, 2019; Võ et al., 2019). In

addition, Neider and Zelinsky (2006b) found that participants’ eyes were

more likely to fixate on easy-to-segment distractors rather than undefined

areas that share target similarity. These results indicate the importance of the

ability to identify objects in the environment even when they are detrimental to

the task performed. In other words, searchers exploit knowledge about an object

and scene to aid in a search.

To further explore the relative importance of the various types of scene

information, Koehler and Eckstein (2017) presented manipulated scenes that

contained various combinations of cues (background, multiple object configur-

ations, local object co-occurrences). They found that local co-occurrence and

object configurations improved search performance in comparison to the back-

ground information (see also Pereira and Castelhano, 2014). These results argue

for the importance of configuration of objects in a scene. Eckstein (2017)

presented an eye-movement model that takes advantage of these probabilistic

relationships to predict where the eyes will move in a scene. In general,

searchers use information about the environment to help gauge where targets

might be located.

Of interest to researchers is also the interaction of the scene context and

target. Neider and Zelinsky (2006a) investigated the interaction of target iden-

tity and scene composition by having participants search for objects (jeeps or

blimps) that were associated with one area or another in a scene (the ground or

the air, respectively) while their eye movements were tracked. They found that

participants’ initial eye movements were toward the area that was expected

based on the target given for the search. The initial saccade to the area associ-

ated with the target indicates that participants were using their knowledge of the

target’s properties to guide their eyes to relevant locations of a scene.

Castelhano and Heaven (2010) and Malcolm and Henderson (2009) also

found that target information and scene information can both contribute inde-

pendently to finding a target object in the scene. Finally, Spotorno et al. (2013)

found that the diagnosticity of an object in a scene and its visual saliency

interacted in a change-detection task, supporting the idea that the two systems

are not independent of one another.

In order to study the interaction of scene information and target information,

one technique that researchers have taken advantage of is the flash preview
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paradigm (Castelhano &Henderson, 2007). This paradigm involves previewing

a scene and then searching that scene for a specified target after a brief presen-

tation of the scene (see Figure 16). Two critical aspects are (1) the target object

is specified after the scene preview, and (2) the target object is absent from the

previewed scene. Frequently, the participant executes a search within a moving

window to avoid the influence of peripheral information to the search. Eye

tracking during this second presentation of the scene allows the researcher to

determine how the scene preview in the absence of target information affects the

eye movements in finding the target. Castelhano and Henderson (2007) found

that the preview of the scene affected the efficiency of the eye movements to the

search target. In other words, participants were using the knowledge of the

scene from the preview to aid them in finding the target. When a scene was

previewed that did not match the search scene, search eye movements were less

efficient. Võ and Henderson (2011) found that even brief glimpses of the correct

scene provide enough information to guide the eyes to a target, especially when

there is time to integrate that information.

Castelhano and Heaven (2011) used the flash preview paradigm for partici-

pants searching in real-world scenes to investigate the interaction of scene

semantics and object location in finding the target object. They had participants

search for target objects in scenes where they were semantically consistent and

Figure 16 The trial sequence includes a preview of the search scene, the target

name, and the search scene, which was viewed through a gaze-contingent

window (2° diameter). Taken with permission from Castelhano and Henderson

(2007). See text for more details.
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scenes where they were semantically inconsistent. In addition, they located the

target objects in spatial locations where the target would normally be found or

locations where the target would not normally be found. The results indicated

that even when objects were in inconsistent scenes, they were still looked for in

consistent locations. In other words, similar to Neider and Zelinsky (2006a),

information about the target’s identity interacted with the scene information to

guide the eyes to a reasonable location even when the object is semantically

inconsistent with a scene. Spotorno et al. (2014) further investigated how the

target template and expected location of the target affected initial saccade in

a search. They found more precise target templates (in this case a picture of the

actual target) and placing the target in a likely location affected the initial

saccade on the scene.

Following a search, what is retained of the memory of the things one is

looking for and the environment one is looking at? Tatler and Tatler (2013)

found that when performing a task, objects that were relevant to the task were

remembered better than expected. In fact, Tatler and Tatler argued that the

information extracted/encoded from relevant objects was more efficient than

would be expected from fixations alone. Draschkow et al. (2014) examined

visual memory for objects in scenes and found that objects that were search

targets were remembered better than the same objects when they were just

memorized (see also Josephs et al., 2016). However, the memory advantage was

limited to when there was a scene background. Critically, these previous studies

used a visual recall task (drawing or writing down the names of the objects in the

scene). This is in contrast to a recognition task that Williams (2010) used, in

which he found that even without the scene background, search targets were

remembered better than the same objects when they were memorized. The fact

that the scene may have provided additional retrieval cues when no other visual

information was present could explain the apparently conflicting findings.

Application in the Real World: Radiology

One of the most notable areas of application of visual search research is in

radiology. Radiologists look at x-ray images with the goal of finding an abnor-

mality. To do so, the radiologist must distinguish benign and malignant tumors

(Drew et al., 2013; Gandomkar & Mello-Thoms, 2019; Krupinski, 1996;

Kundel & Nodine, 1975; Kundel & Wright, 1969; Wolfe et al., 2016, 2017).

There are a number of ways in which the search for tumors in radiology parallels

the processing found in classic visual search literature. However, of note is the

number of additional challenges radiologists must face when searching for

a significant abnormality and deciding on a diagnosis.
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First, the frequency with which tumors appear is very low and research has

shown that across a number of searches, the prevalence of the target across

a number of contexts has an effect on the search strategies (Hout et al., 2015;

Mitroff et al., 2014; Reed et al., 2011; Wolfe et al., 2005, 2007). There is

a tendency to search for less time and for the response to say that no target is

present to be more likely (e.g., a change in criteria; Wolfe et al., 2007). The

prevalence is thought to change how radiologists search for abnormalities by

making it more likely that they will decide on a negative diagnosis (Reed et al.,

2011; Wolfe et al., 2007).

In addition, compared to search strategies in a real-world environment

(Castelhano & Krzyś, 2020), the spatial placement of tumors is not set and

can also occur in areas that are not expected for radiologists (Drew et al., 2013;

Hebert et al., 2020; Kundel & Wright, 1969; Williams & Drew, 2019). The

narrowing down of a search to certain regions has to be balanced with a need to

move to a more thorough and systematic exploration of the stimuli. With new

technologies that allow for a 3D representation of the tissue, new strategies can

be explored in how radiologists scan and keep track of the spatial regions.

Scrolling through depth is thought to allow radiologists to discriminate between

tumors and healthy tissue because of the different 3D shapes of these objects

(Seltzer et al., 1995). In one study, Drew et al. (2013) examined how viewing

volumetric images affected search strategies. In this case, the volumetric images

were created by stacking sliced views of the tissue so that radiologists can move

through the views in a way that resembles moving through a 3D volume.

Interestingly, when examining different strategies for searching across this

volumetric space, Drew et al. found two distinct patterns that radiologists tend

to adopt: scanners and drillers. Scanners tend to search through a view before

moving to a new view at a different depth. On the other hand, drillers hold their

eyes in a specific x–y position and quickly scroll through the views across depth.

They found no difference in the detection rates for each strategy, although they

do note that scanning in 3D volumes generally took longer. Drew et al. attribute

part of the increased length of time examining each case to increased difficulty

maintaining a representation of what areas have been searched in volumetric

space compared to in simple 2D radiographs. Thus, the availability of depth can

increase the effectiveness of the examination, but not without some costs.

Another issue in searching for abnormalities is that the target is difficult to

define as the radiologist does not know ahead of time what the target looks like.

Therefore, many of the processing assumptions about how attention is directed

are not as easily applied in this situation because the notion of a target template

(the features or characteristics of the target) is much less clear. However,

researchers have found that with increased expertise, the distinction between
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the target and potential targets is easier to ascertain. In recent years, newer

technologies have been introduced to incorporate machine learning into identi-

fying abnormalities, as a way of implementing the knowledge gained by experts

over years into the software. Computer-Assisted Detection (CAD) automates

the identification of potential problem areas for further scrutiny (Cain et al.,

2013; Cunningham et al., 2017; Drew et al., 2012; Gandomkar &Mello-Thoms,

2019). CAD systems were originally implemented as a way of easing process-

ing difficulty by highlighting each potential target and thus reducing the amount

of time spent on each case. However, more recent studies have pointed to certain

problems that arise from the use of CAD systems (Berbaum et al., 2007;

Cunningham et al., 2017; Drew et al., 2012; Helbren et al., 2015; Jorritsma

et al., 2015; Roos et al., 2010). For instance, in a number of studies, researchers

found that the searches are biased toward these highlighted areas of potential

targets (Drew et al., 2012; Roos et al., 2010). These studies found that the CAD

led to certain biases in responses, such that only areas highlighted for further

scrutiny were inspected closely, leading to more misses of abnormalities that

were not highlighted by the CAD system. More recent developments have

focused on ameliorating the tendency for some to overly rely on the CAD

system when making a diagnosis, like soft highlighting of the suspect areas

(Kneusel &Mozer, 2017) or delayed display of the CAD highlights (Fazal et al.,

2018; Kim et al., 2014). Thus, as the technology advances and becomes more

ubiquitous, research shows that the technological advances and the knowledge

of experts are not straightforwardly combined.

In addition to these problems, the effectiveness of a search is reduced when

more than one abnormality is present in any one case. For instance, Cain,

Adamo, and Mitroff (2013) used eye tracking to examine a problem known in

radiological search as “satisfaction of search.” When searching for possibly

multiple targets, satisfaction of search occurs once one target is found; search

for other possible targets is then curtailed or impaired. In radiology, satisfaction

of search occurs when radiologists find one abnormality, but fail to see a second.

Cain et al. found several reasons that could lead to missing targets when

multiple targets are present by examining the eye-movement record. Some

participants failed to ever fixate on the second target, and other times,

the second target was fixated on, but not detected. In other instances, once the

primary target was found, the search was terminated (a satisfaction of the search

error). Each type of error points to a different cognitive cause of a miss, which

indicates multiple processes are involved in producing errors. Visual search as it

occurs in applied settings provides an interesting forum to further our under-

standing of the processes and limitations of human performance across different

settings.
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7 Spatial Representations and Navigation

One striking difference between scenes and other more simplified stimuli is in

the perception of the size and shape of the space of the environment (Castelhano

& Krzyś, 2020; Henderson & Hollingworth, 1999; Wolfe, 2020). This can be

captured by the size of a depicted environment, but could also be captured by

a larger area, not completely captured within a single image (Gibson, 1979;

Intraub, 2002; Maguire et al., 2016; Oliva, Wolfe & Arsenio, 2004). In this

section, we examine both types of processing – those regarding the perception

of space immediately perceptible and the navigation through spaces that involve

the immediately proximate spaces as well as the processing of space that is

currently out of view.Wewill first examine how space is first perceived and then

how researchers understand the navigation of a larger environment.We first turn

to how researchers have examined the navigation of one point to another.

7.1 Spatial Representations

The role of spatial information in memory has been researched extensively for

decades, but it remains poorly understood. Here, we will examine (1) how spatial

information is stored, (2) how it affects the retrieval of individual objects from

memory, and (3) how spatial information of scenes is represented across viewpoints.

Past studies have demonstrated that spatial information can be used as an

effective cue for retrieval. For instance, early research demonstrated that asso-

ciating various types of information with a specific location improved recall

(Lea, 1975; Roediger, 1980; Schulman, 1973). In addition, many theories of

memory have incorporated space as a unique identifier of different representa-

tions (e.g., object file theory: Kahneman et al., 1992; Treisman & Kahneman,

1984). More pertinently, researchers have examined memory for objects within

a scene and have shown that location information is both incidentally encoded

(Castelhano & Henderson, 2005; Tatler & Land, 2011; Zelinsky & Loschky,

2005) and used as a retrieval cue (Hollingworth, 2005, 2006; Hollingworth &

Rasmussen, 2010; Mandler & Ritchey, 1977). For instance, Hollingworth

(2006) tested memory for objects viewed within scene images and found better

memory performance when the test object was shown in the original position

compared to a different position. Likewise, he also found that breaking spatial

relations in the scene (scrambled scenes) disrupted the same-location benefit,

but the benefit was preserved if the spatial relations were changed but not

broken, as with a translation through space. This maintenance of scene context

through translation and viewpoint changes suggests a robust and flexible repre-

sentation of the scene context. Thus, we next turn to the memory of the overall

scene across changes in viewpoint.
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In the past, how information from multiple viewpoints of a scene is repre-

sented in memory was a matter of great debate. As mentioned earlier, Gibson

(1979) proposed that navigating through an environment led to a changing vista,

with a continual update to overall representation. The nature of place represen-

tations is thus contrasted with the representation of the immediate vista and the

fluid interchange between these types of representations. An important notion of

Gibson’s theory was that as one traverses through an environment, there are

both the visible and hidden surfaces, each of which need to be represented in

order to understand and navigate an environment successfully. The notions of

hidden and visible surfaces have been investigated with regards to viewpoint

changes of individual objects (e.g., Biederman & Gerhardstein, 1993). Past

research on scene processing has largely mirrored research on object recogni-

tion, and examining the theoretical approaches to object representations may

shed some light on theoretical approaches to scene representations.

Traditionally, theoretical approaches to object recognition across viewpoints

fall into two main camps: viewpoint dependent and viewpoint invariant.

Researchers who posited a viewpoint-dependent approach argued that object

representations are largely image-based, where recognition of a new view of an

object is based on previous experience (Bülthoff & Bülthoff, 2003; Edelman,

1999; Marr & Poggio, 1979; Tarr & Pinker, 1989; Ullman, 1989). Alternatively,

other researchers who supported a viewpoint-invariant approach have proposed

that the visual system creates a viewpoint-invariant representation of objects.

Several past studies have also examined which of the two camps better

explained spatial translations and viewpoint changes in scene representations

in memory (Castelhano & Pollatsek, 2010; Castelhano, Pollatsek, & Rayner,

2009; Epstein et al., 2007; Waller, Friedman, Hodgson, & Greenauer, 2009).

In one study, Castelhano et al. (2009) had participants study two images prior

to an immediate memory test in which they were asked to discriminate between

old and new views of the same scene. The two study images were always from

two different viewpoints, 40° apart. For the memory test, the distractor images

were either an interpolated viewpoint that was 20° from each of the study

images or an extrapolated viewpoint that differed by 20° from one of the

study images and by 60° from the other (see Figure 17). Participants were less

accurate at rejecting interpolated test images than the extrapolated ones, even

accounting for view similarity. Conversely, Waller, Friedman, and colleagues

(Friedman & Waller, 2008; Waller et al., 2009) found that after extensive

training on scene images from multiple viewpoints, an untrained novel view

that was taken between the trained views was more easily identified as the same

scene than were the trained viewpoints. Taken together, these studies suggest

that, under certain circumstances, extrapolation of scene information can be

52 Perception

of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108924092
Downloaded from https://www.cambridge.org/core. IP address: 76.71.152.98, on 13 Oct 2021 at 14:27:53, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108924092
https://www.cambridge.org/core


observed. However, it is not clear from these studies what role spatial informa-

tion in the scenes (especially depth information) played in the generalization

and extrapolation of scene layout (as discussed earlier).

Researchers have also examined how different viewpoints are integrated into

the spatial representation as you move through the space (Christou & Bülthoff,

1999; Epstein et al., 2007; Waller et al., 2009). In one study, Christou and

Bülthoff (1999) used a navigation task in a virtual-reality setting, in which

participants explored an attic (consisting of multiple rooms) from certain

viewpoints. They found that when participants were asked to recognize still

images taken from this environment, scene recognition was highly viewpoint

dependent. Nonetheless, recent developments in object recognition have found

that depending on the experimental conditions and which parts of the brain

examined, one can obtain data supporting both view-invariant and view-based

representations (Gauthier & Tarr, 2016). Thus, the relationship between the

performance and the type of representation is not the right question. Rather, it is

more pertinent to ask which type of information is used when.

7.2 Spatial Processing across Depth and Attentional Processes

In recent years, interest has grown in how information processing across depth

impacts attention and memory of scene representations (Bonner & Epstein,

Figure 17 Example of the stimuli used in Castelhano et al. (2009), depicting the

environment across different viewpoints. See text for details.
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2017, 2018; Fernandes & Castelhano, 2019, 2021; Josephs & Konkle, 2019;

Man et al., 2019). Traditionally, studies of depth perception have examined

observers’ estimates of distance (Cutting & Vishton, 1995; Nagata, 1991) and

how information at different distances is processed: from peripersonal to vista

space (Costantini et al., 2011; Cutting & Vishton, 1995; Previc, 1998).

Researchers have found that there are functionally different types of informa-

tion available across different categories of depth. Peripersonal space (or

personal space) is typically defined as the zone immediately surrounding the

observer, generally within arm’s reach and slightly beyond (Cutting & Vishton,

1995). This space is thought to be more accurately represented, reflected in

higher sensitivity to details and providing a richer source of space information

from the local environment.

The immediate impact of objects and agents in the peripersonal area is also

thought to lead to increased sensitivity of space, distance, and visual informa-

tion more generally. For instance, Costantini et al. (2011) examined whether

objects would evoke action-related information depending on their apparent

distance from the participant. Participants responded as to whether the object

presented corresponded to a subsequently presented verb. They found that verbs

describing functions of the object were responded to faster when they were

within peripersonal space than outside it.

Recent studies on scene processing have also shown qualitatively different

processing of spaces closer to the observer (Bonner & Epstein, 2017, 2018;

Fernandes & Castelhano, 2021; Josephs & Konkle, 2019; Man et al., 2019).

Most recently, Castelhano and Fernandes (2021) found a foreground bias when

examining rapid scene perception for images that had mismatched scene cat-

egories in the foreground and background (i.e., chimera scenes). That is,

foreground information (from the center of the total scene depth to the position

of the observer within the scene) had a greater influence on initial scene

perception than background information.

Given the qualitative differences in processing across depth, it stands to

reason that information closer in depth may have different utility than informa-

tion farther away, and thus may differently impact eye-movement guidance

during visual search in a scene. Indeed, in a recent study, Man, Kryzś, and
Castelhano (2019) found a similar foreground bias when examining visual

search in these chimera scenes. Targets were placed either closer to the observer

(in the foreground of the scene) or farther away (in the background of the scene)

and were semantically consistent with only the region in which they were

placed. The results showed that even though targets were controlled for size,

foreground targets were found more quickly and with fewer fixations than

background targets. Thus, it seems reasonable to suggest that the foreground
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bias is driven by the enhanced processing of visual information physically

closer to the observer. Interestingly, this is related to the sequential processing

of scene representations as you move through an environment that was men-

tioned earlier. In this case, the data suggests that the information initially flows

from the foreground to the background.

The allocation of attention to a specific point in depth has been shown across

numerous tasks (Burgess, Spiers, & Paleologou, 2004; Costantini et al., 2011;

Downing & Pinker, 1985; Park & Park, 2018; Previc, 1998; Song, Bennett,

Sekuler, & Sun, 2017). For example, using different cueing paradigms, many

early studies found an increase in reaction time when invalid cues indicated

a different depth than the target (Downing & Pinker, 1985; Gawryszewski et al.,

1987). Other studies demonstrated that a unique positioning of a target in

a depth plane improved search efficiency (de la Rosa et al., 2008; Finlayson

& Grove, 2015; Marrara & Moore, 2000). Researchers also demonstrated that

depth information could be used to improve precision of attention allocation.

Finlayson and Grove (2015) demonstrated that the efficiency of search is the

highest for targets located in the nearest plane, and efficiency declines as the

target depth increases. Collectively, these studies established not only that

attention can be allocated to a specific location along the z-axis, but also that

distractor or irrelevant information is most disruptive when present at the same

or near the depth of the target.

Across numerous studies using different stimuli and tasks, researchers have

also shown that the processing of information presented closer to an observer

is qualitatively different. How depth affects allocation of attention has been

examined more extensively within the context of driving. Andersen, Ni, Bian,

and Kang (2011) used a standard dot probe paradigm to examine attention.

They asked participants to follow a lead vehicle while also monitoring and

responding to light changes that were presented at different depths above the

roadway. They found that the reaction time to these changes depended both

on the horizontal position of the light and the distance from the participant.

This is consistent with other studies that have used various type of probes to

examine allocation of attention while driving (Gaspar et al., 2016; Rogé et al.,

2004).

There is also recent evidence in scene-processing research that the area closer

to the observer and within which actions can potentially occur is processed

qualitatively differently. Josephs and Konkle (2019) examined the spaces that

encompass workspaces within reachable distances, including images depicting

a kitchen countertop, a desktop, or a dining table. The surfaces were sized and

the objects arranged such that the whole space was actionable or reachable.

They found that these spaces were processed in distinct brain regions that differ
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from both individual objects and larger scene spaces. These findings reinforce

the notion that scene information across depths is differently prioritized. Taken

together, there is a consistent pattern of prioritization of information closer to an

observer – e.g., the foreground bias (Fernandes & Castelhano, 2021) – and it

seems reasonable that the depth at which the information occurs would play

a role when searching in a real environment. The role of information present in

closer spatial proximity introduces an interesting framework from which to

consider the nexus of scene processing, navigation, and action. We turn to

navigating across an environment next.

7.3 Navigation

Research on navigation has largely focused on understanding how represen-

tations allow us to navigate from one point to another (Burgess et al., 2002;

Chrastil, 2013; Darken & Peterson, 2014; Maguire et al., 1999). When

navigating through an environment, the representation of the scene and

space must be updated as one progresses through it (Epstein et al., 1999;

Gibson, 1979; Hassabis & Maguire, 2007; He et al., 2013; Maguire, Nannery,

& Spiers, 2006). This progression through the environment is also known as

wayfinding. In order for wayfinding to be successful, the immediate environ-

ment and the knowledge of the larger environment must be integrated

continuously.

As you navigate through a space that is larger than the immediately percep-

tible view, the representation of space is ever evolving. Early on, Gibson (1979)

proposed that moving through an environment involves changing vistas: with

movement, a new vista opens in front as a former vista closes behind you.

Inherent in this notion of evolving representations through space and time is the

notion of anticipatory spatial representations (Hubbard, 2005; Intraub, 2010;

Spiers & Maguire, 2007; Wirth et al., 2017). Anticipatory spatial representa-

tions have an implied continuity of the scene extending beyond the boundaries

of the current view of the environment. Intraub (2010) proposed that an

anticipatory spatial representation is fundamental to relating individual views

of the environment with a map of the larger environment: they ease the

processing of new vistas, lead to the integration of successive views, and help

to draw attention to unexpected features that occur in an upcoming view.

In addition to the active navigation of a large environmental space,

researchers have found that the initial representations of the scene shed

light on the affordances of that space (Bonner & Epstein, 2017, 2018;

Gibson, 1950, 1979). Gibson (1979) first proposed affordances of scene

spaces, which he defined as perceptual properties that indicate potential for
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action. For instance, as with objects, if a surface is free of obstacles and if the

surface texture and structure support walking (a dirt path vs. a river), we

instantaneously perceive that the environment affords us a navigational path.

Recently, Bonner and Epstein (2017) found that activity in the occipital place

area (OPA) is linked to encoding of navigational affordances in a local

environment. Interestingly, the patterns of activation allowed for training of

a linear decoder to predict navigational affordances of previously unseen

scenes, despite the fact that their task was not related to navigation. This

suggests that encoding of spatial properties and scene structure relevant to

navigation is automatically encoded.

Studies examining scene representations in the brain have also examined

representations centered on the anticipatory nature of the 3D structure of scenes

(Epstein, Higgins, Jablonski, & Feiler, 2007; Ferrara & Park, 2016; Park,

Intraub, Yi, Widders, & Chun, 2007). For instance, in one study, Park et al.

(2007) had participants view a close-up image followed by a wide-angle picture

and found evidence for spatial extrapolation. The results showed a scene-

selective attenuation in certain scene-processing regions such as the parahippo-

campal place area (PPA) and retrosplenial cortex (RSC), but no such pattern of

extrapolation in the lateral occipital complex (LOC). These findings demon-

strated that in areas previously found to correspond to scene processing, scene

layout representations were extrapolated beyond the current perceptual input.

Further, the extrapolation of space is evident even with objects and their

surrounding space. When examining familiar landmarks, Epstein et al. (2007)

found that the PPA responds more strongly to landmarks than to other types

objects, suggesting the space around the landmark is represented. More

recently, researchers found a connection between an object and the space

surrounding it (Collegio et al., 2019; Mullally & Maguire, 2011, 2013).

Mullally and Maguire (2013) demonstrated that certain objects (referred to as

space-defining objects) evoked depictions of the surrounding three-dimensional

space (e.g., oak bed) when they were either viewed or imagined in isolation.

This was in contrast to background items (e.g., a floor or a wall) and space-

ambiguous objects (e.g., laundry basket), which evoked no such associated

spatial representation.

Finally, in addition to how successive views are related across time,

research studies have examined how different representations of the environ-

ment are spatially related. Environments have been shown to exhibit

a hierarchical organization, in which smaller local environments are nested

within a larger environment (Hirtle & Jonides, 1985; McNamara, 1986;

McNamara et al., 1989). Similarly, studies in scene perception have also

shown that subregions of a scene image can be functionally dissociated

57Elements of Scene Perception

of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108924092
Downloaded from https://www.cambridge.org/core. IP address: 76.71.152.98, on 13 Oct 2021 at 14:27:53, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108924092
https://www.cambridge.org/core


from the larger scene representation (Brockmole et al., 2006; Brooks et al.,

2010; Castelhano et al., 2019). For instance, Castelhano et al. (2019) found

that a subregion of a scene could be retrieved independently from the larger

context when it was spatially and semantically distinct from the larger

context. Thus, it seems reasonable to posit that the way in which subregions

are stored is flexible. However, even without active exploration of a place,

how spatial representations of scenes are stored in memory has been a topic

of much debate over the past few decades.

Application in the Real World: Video Games and Processing the Virtual
World

The representation of space of both the immediate visible environment as well

as its locations within the larger environment is interesting to both basic and

applied research. In one such field, researchers are examining how hours of

playing video games has an effect on navigation skills, spatial cognitive abil-

ities, and speed of processing (Choi & Lane, 2013; Green & Bavelier, 2007;

Mishra et al., 2011; Powers et al., 2013; Sanchez, 2012; Spence & Feng, 2010;

Wu et al., 2012). In one study, Choi and Lane (2013) compared training in

a first-person shooter (FPS) gamewith a third-person shooter (TPS) game. After

training for 30 hours, they found that the degree of improvement in spatial

attention in the periphery depended on the gaming viewpoint. The results

showed the FPS game playing enhanced visual attention ability at both 20°

and 30° eccentricity, but this was not seen for the TPS after an equal amount of

training time. This led the authors to conclude that video game playing does lead

to substantive changes in how attention was allocated over time, but it depended

on how the video challenged cognitive processes to adapt. This finding is

supported by a number of other studies, such as Mishra et al. (2011), who

found differences in selecting targets in the periphery more accurately and faster

in individuals with extensive video game-playing experience compared to

a group that had little to no experience. Interestingly, this effect was attributed

to a more effective suppression of competing signals in the periphery, rather

than to an enhanced processing of the task-relevant information.

Many researchers are interested in whether video game playing affects all

cognitive processes that generalize across domains, or whether there are specific

skills that are developed. For instance, some researchers have found that video game

playing may lead to differences in processing and understanding of spatial proper-

ties of an environment. In a meta-analysis of video game training, Power et al.

(2013) examined spatial imagery in both experienced video game players and

novices. They found that while spatial processing was improved overall, the effect
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on attention and speed of processingwas greater. Based on these studies, it is easy to

conclude that while many cognitive processes are affected, it is to different extents.

When examining habitual players versus nonplayers, there is always

a question of whether there is a certain type of self-selection for those that

choose to play video games extensively. Recent research has begun to sugges-

tion that habitual video game players may be drawn to games that reinforce their

existing cognitive abilities. For instance, Jaeggi, Buschkuehl, Jonides, and Shah

(2011) examined increased general intelligence associated with video game

playing. In their study, rather than using a commercially available game,

researchers developed their own custom-made video game designed to train

nonverbal intelligence. When comparing the different aspects of nonverbal

intelligence in individuals trained on this game vs. a control group, they failed

to find any significant differences or improvements in nonverbal intelligence.

Thus, many researchers point to potential pitfalls of how participants and games

are chosen in the literature to try to assess any changes to cognitive processes

directly caused by video game play. Nonetheless, this has become an increas-

ingly popular area of research as more applications for these skills are found

across a number of careers, including piloting airplanes and surgery.

8 Conclusion

We started this Element by remarking on how traditional inquiries into visual

cognition often involve simplified stimuli that are not always easily translatable to

processing in the real world. Scene perception encompasses a broad set of known

influences on processing, as well as changes to the processes themselves. Based

on the works we have discussed, we know that semantics plays a strong role in

organizing the information, acting as a scaffolding for newly perceived spaces, as

a crutch for weak memories at moments of recall, and as a guide when predicting

spaces and places of objects within scenes. We also know that spatial information

plays an important role in the organization of items within a scene and in

establishing a stable and complete percept of the word. What is less certain are

assumptions about the amount of visual detail stored in memory at any one time

and whether failures arise from a lack of encoding or poor retrieval of the

information. With these certainties and uncertainties about scene perception, we

are now entering a new chapter in its investigation. With the development of new

technologies – e.g., virtual and augmented realities – many questions remain

about how information is processed in immersive environments. As new para-

digms and techniques in these interactive spaces are developed, new theoretical

questions will present themselves. We look forward to the future conceptualiza-

tion of visual cognitive processing in real-world scenes.
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